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The Influence of Shroud and
Cavity Geometry on Turbine
Performance: An Experimental
and Computational Study—Part I
Shroud Geometry

Imperfections in the turbine annulus geometry, caused by the presence of the shroud and
associated cavity, have a significant influence on the aerodynamics of the main passage
flow path. In this paper, the datum shroud geometry, representative of steam turbine
industrial practice, was systematically varied and numerically tested. The study was
carried out using a three-dimensional multiblock solver, which modeled the flow in a 1.5
stage turbine. The following geometry parameters were varied: inlet and exit cavity
length, shroud overhang upstream of the rotor leading edge and downstream of the
trailing edge, shroud thickness for fixed casing geometry and shroud cavity depth, and
shroud cavity depth for the fixed shroud thickness. The aim of this study was to investi-
gate the influence of the above geometric modifications on mainstream aerodynamics and
to obtain a map of the possible turbine efficiency changes caused by different shroud
geometries. The paper then focuses on the influence of different leakage flow fractions on
the mainstream aerodynamics. This work highlighted the main mechanisms through
which leakage flow affects the mainstream flow and how the two interact for different

Budimir Rosic
e-mail: br241@cam.ac.uk

John D. Denton
Eric M. Curtis
Whittle Laboratory,

Cambridge University,
Cambridge CB30DY, UK

geometrical variations and leakage flow mass fractions. [DOI: 10.1115/1.2777201]

Introduction

In high pressure (HP) steam turbines, shrouded blades are com-
monly used in order to minimize and control the leakage flow.

Traditionally, all methods of predicting the influence of the
leakage flow on turbine performance were empirical, based on
experimental tests for a particular shroud geometry. These empiri-
cal correlations specify that changes in efficiency are proportional
to leakage mass fraction, with the constant of proportionality spe-
cific to the particular stage geometry. Denton and Johnson [1]
presented a comprehensive survey of, at that time, available meth-
ods for predicting the loss of efficiency caused by the shroud
leakage. Most of them estimate the stage efficiency debit to be
proportional to the leakage flow, i.e., Ap=Kr, where v is the ratio
of clearance to blade height or leakage area to annulus area and K
is a constant dependent on turbine and shroud geometry and varies
significantly for different shroud and stage geometries. Traupel [2]
and Hubert [3] found that the change of efficiency with clearance
is slightly nonlinear, but the change in the slope was also depen-
dent on the turbine geometry. The strong dependence of the em-
pirical correlations on particular shroud geometry makes them im-
practical for use in the turbine design process.

In order to accommodate rotor to casing relative movement
during turbine operation, circumferential inlet and exit shroud
cavities must be formed. These necessary alterations in the overall
flow path geometry significantly modify the main blade flow field.
All reported works (i.e., Wallis [4], Pfau et al. [5], Rushton [6],
and Giboni et al. [7]) show the highly three-dimensional nature of
the flow in the cavities and the complex interaction between the
leakage flow and the main passage flow. The cavities are fed by
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mainstream fluid and the flow inside the cavities is influenced by
the blade-to-blade pressure field from the upstream and the down-
stream blade row and secondary flow structures from the upstream
blade row (passage vortex, wakes, etc.). The presence of the
shroud cavities, the mixing process when the leakage flow reen-
ters the mainstream, and the influence of leakage flow on the
downstream blade row flow field all cause additional losses.

Shroud leakage loss mechanisms have been investigated by
many authors. Traupel [2], Denton and Johnson [1], Denton [8],
Gier et al. [9], Rosic and Denton [10] all tried to quantify these
losses. However, the loss-generating mechanisms are highly de-
pendent on the particular shroud and stage geometry; therefore, it
is difficult to develop universal design rules and to correlate dif-
ferent geometrical and operational turbine parameters to generic
shroud design. Turbine manufacturers develop correlations (based
on limited experimental data) that are usually of limited accuracy
and only valid for a certain range of stage geometries.

In this paper, a datum shroud geometry, representative of steam
turbine industrial practice, was systematically varied and numeri-
cally tested. The aim of this numerical study was to investigate the
influence of each geometric parameter on the mainstream aerody-
namics. As a result, a map of the possible turbine efficiency
changes caused by different shroud modifications was obtained.
The intention was to summarize these effects and to highlight
efficiency trends that can be used by turbine designers as guide-
lines for their particular shroud geometry rather than to create
universal design rules.

In the second part of this paper, the influence of different leak-
age flow fractions on the mainstream aerodynamics, using the
same datum shroud configuration, was analyzed. This study con-
firmed the dominant effect of leakage flow on the aerodynamics of
low aspect ratio turbines. It also showed how the interaction be-
tween the leakage and mainstream flow is modified by the leakage
fraction.
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Fig. 1 Representation of the experimental turbine

Numerical Code and Flow Domain

The numerical study presented in this paper was completed
using a 3D multiblock Reynolds averaged Navier—Stokes solver
TBLOCK, written by Denton. TBLOCK is a finite volume solver us-
ing the explicit “Scree” scheme (Denton [11]). Turbulence is mod-
eled using a mixing length approach with wall functions for sur-
face skin friction. The solver was run in steady mode using the
mixing plane approach. TBLOCK was run in parallel with domain
decomposition done on a block basis. Both stator and rotor blades
used 75X 49X 49 grid points in axial pitchwise and spanwise di-
rections, respectively. The grid is a structured, sheared H-type
mesh.

Due to significant influence of the shroud leakage flow on the
downstream stator flow field, the computational fluid dynamics
(CFD) geometry modeled a 1.5 stage turbine (embedded second
rotor of the model turbine). The stage and shroud geometries are
the same as the experimental multistage air turbine, described in
Rosic et al. [12]. The low speed, three-stage air turbine was de-
signed to represent the first few stages of a HP steam turbine. The
cross section of the model turbine with three identical stages and
the blade geometry are shown in Fig. 1. The rotor shroud leakage
flow is controlled by two approximately 0.75 mm clearance radial
seals (resulting in approximately 1.8% leakage flow). Inlet and
exit shroud cavities are representative of a real industrial turbine.
In order to isolate the influence of the rotor shroud geometry on
the mainstream aerodynamics, the stator hub cavities are sealed
with minimized leakage flow. The key rig geometrical and opera-
tional parameters are presented in Table 1. More details about the
turbine operational parameters can be found in Rosic et al. [12].

The 1.5 stage turbine used for the numerical flow domain is
shown in Fig. 2. The rotor shroud cavity was modeled completely.
This geometry is denoted as the “datum shroud geometry” and has
a 15 mm inlet cavity, 18 mm exit cavity, and 12 mm thick shroud.
The number of seals and clearance were kept constant in the
study, and all changes in the shroud leakage mass fraction resulted

Table 1 Turbine geometrical and operational parameters

Design operating point data

Flow coefficient ¢
Stage loading W'=Ahy/ U? 1.0

Design speed (rpm) 830

Inlet Mach number 0.045

Number of stages 3

Interblade row spacing (mm) 25

Blade height & (mm) 75

Hub to tip ratio 0.85

Blade parameters (at midheight) Stator Rotor
Blade number 40 38
True chord / (mm) 89.73 105
Aspect ratio h/l 0.836 0.714
Pitch to chord ratio 0.81 0.728
Reynolds number® 2.53%10° 297X 10°

“Based on true chord and exit velocity.
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from changes in the shroud and cavity geometry. The stator hub
cavity was not modeled. The mixing planes (MPs) were located
just upstream of the shroud inlet cavity and downstream of the
shroud exit cavity (Fig. 2(a)) and hence both cavities were mod-
eled in the relative frame of reference together with the rotor. In
this way, the influence of the rotor pressure field was taken into
account, but the circumferential variation of the upstream and
downstream stator blade pressure fields was neglected. Its inabil-
ity to transfer the circumferential variation of some flow proper-
ties from one frame of reference to another is one of the main
limitations of the mixing plane approach. For the model turbine, it
was found that the rotor blade pressure field dominates the flow
field in the exit cavity, while the downstream stator potential field
causes the circumferential variation of the reentry leakage jet.
Therefore, it was decided to model the shroud cavity in the same
frame of reference as the rotor blade row. The detailed grid and
block structure used to model rotor blade and shroud is presented
in Fig. 2(b).

The code was calibrated against experiments, and the capabili-
ties of the solver in predicting the flow in the multistage turbine
with shrouded blades were demonstrated in the work of Rosic et
al. [12]. Figure 3 shows the comparison of experimental and nu-
merical results of pitchwise mass averaged axial velocity (a) and
relative yaw angle (b) for the rotor shroud configuration shown in
Fig. 1.

In spite of the inherent limitations of a mixing plane approach,
good agreement between measured and predicted flow fields and
overall turbine efficiencies can still be realized. The measured
difference in overall turbine efficiency between the configurations
with minimized and open shroud cavities was 1.16%. TBLOCK
predicted a reduction in efficiency of 1.00% for the same configu-
rations (Rosic et al. [12]).
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Evaluation of Different Shroud Geometry Modifications

The following geometry parameters were varied and investi-
gated numerically:

— inlet and exit cavity length

— shroud overhang upstream of the rotor leading edge and
downstream of the trailing edge

— shroud thickness for fixed casing geometry and shroud
cavity depth, and

— shroud cavity depth for the fixed shroud thickness

The flow field in the shroud cavity for each geometrical modi-
fication is presented in the form of radial velocity contours at the
circumferential position close to the pressure side of the rotor
blade. The effects of the geometry modifications on the main-
stream flow were quantified using the change in turbine efficiency
and leakage mass flow fraction.

Variation of Exit Shroud Cavity Length. The length of the
exit shroud cavity ¢ was varied systematically from
3 mm to 18 mm (Fig. 4) in a way that the shroud length was kept
constant and the downstream cavity end wall was moved up-
stream from the datum location. The length of the cavity directly
influenced the flow field in the cavity and therefore the interaction
between the leakage flow and main passage flow. The radial ve-
locity contours in the exit shroud cavity for two different cavity
lengths (3 mm and 12 mm) are presented in Fig. 4. It can be seen
that the leakage jet stayed attached to the cavity downstream end

Journal of Turbomachinery
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Fig. 4 Radial velocity distribution in the exit cavity for differ-
ent cavity lengths ¢

wall. This caused a strong separation downstream of the cavity
when the leakage jet reenters the mainstream and intensified the
secondary flows in the downstream stator. By reducing the cavity
length, the position where the leakage flow reenters the main-
stream was shifted further upstream from Stator 2. This allowed
the mixing process between the leakage flow and mainstream flow
to occur at a more upstream location and minimized the negative
influence of the almost radial reentry of the leakage jet. The leak-
age jet acted as a “curtain” forcing the mainstream fluid into the
cavity. The mainstream fluid ingress was almost completely elimi-
nated in the case of the 3 mm cavity and consequently the loss
associated with mixing in the exit cavity was reduced. Figure 5(a)
gives the change in predicted turbine efficiency with the exit cav-
ity length. The efficiency monotonically increased with the reduc-
tion in cavity length. Much of the increase in efficiency can be
explained by the reduction in leakage flow (Fig. 5(b)) and reduced
mixing in the cavity.

Steam turbine manufacturers usually tend to maximize the
length of the shroud cavity, opening almost the whole available
interblade row space, in order to accommodate the potential rotor
axial movement. This analysis illustrated that the reduction in the
cavity length, by moving the downstream cavity end wall to an
upstream location, is beneficial and indicates that the shroud cav-
ity should be reduced as much as the turbine operational condi-
tions allow.
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Variation of Shroud Overhang in Exit Cavity. The length of
the exit shroud cavity can be changed also by extending the
shroud overhang through the cavity, d (Fig. 6). The shroud over-
hang extension modifies the flow field in the exit cavity, as illus-
trated in Fig. 6, using radial velocity contours. It is evident that in
the case of the 9 mm shroud overhang, the ingress of the main
passage fluid into the cavity is almost stopped. The extended
shroud overhang reduced the influence of the pressure gradient
downstream on the rotor trailing edge, which is responsible for the
formation of the cavity flow.

On the other side, extending the shroud caused a strengthening
of the leakage jet, which was pushed even closer to the cavity
downstream end wall, causing an almost radial reentry of the leak-
age jet with a strong separation downstream. It also increased
windage loss on the increased shroud surface. The effect of re-
duced mainstream fluid ingress into the cavity counteracts the
effects of leakage jet strengthening and increased windage loss.
This is illustrated in Fig. 7(a) with the efficiency plotted against
the shroud overhang.

The change in shroud overhang did not significantly change the
leakage mass fraction, as shown in Fig. 7(b). For the small shroud
overhangs, the efficiency dropped even below the value of the
datum cavity. The shroud overhang was further extended and from
6 mm the influence of the reduction of mainstream fluid ingress
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Fig. 8 Radial velocity distribution in the inlet cavity for differ-
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into the cavity became dominant and the efficiency started to in-
crease. In the case of 15 mm shroud extension (the cavity size was
3 mm), the losses associated with the mixing inside the cavity
were eliminated. Besides the fact that the extended shroud limits
the axial movement of the rotor and increases overall weight of
the shroud and stress on the blade root, this analysis indicated that
the shroud overhang extension in the exit cavity is not beneficial
from the aerodynamic point of view until extremely high values.

Variation of Inlet Shroud Cavity Length. A similar paramet-
ric study was completed for the inlet shroud cavity, and the length
of the cavity was varied by moving the casing wall upstream (Fig.
8). The radial velocity contours indicate that the ingress of the
main passage fluid into the cavity was reduced as the inlet cavity
length was reduced. In the case of the 3 mm inlet cavity, only
leakage flow leaves the main passage. This resulted in an increase
in turbine efficiency as the cavity length was reduced (Fig. 9(a)).
The reduction in cavity size reduces the mixing losses in the cav-
ity and the influence of the cavity on the main passage. This is
illustrated by the variation of the relative yaw angle downstream
of the rotor (Fig. 10). It is evident that the reduction of the cavity
size improved the flow field in the rotor, reducing the flow under-
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turning at 70% of the span and causing the relative yaw angle
distribution to be closer to the ideal case with clean end walls.
There was also a small drop in the leakage mass flow fraction with
reduced cavity size, as is indicated in Fig. 9(b).

Variation of Shroud Overhang in Inlet Cavity. The shroud
overhang was also varied in the inlet cavity, d;. Again, the reduc-
tion in cavity size reduced the main passage fluid ingress and
hence the mixing process in the cavity. The efficiency monotoni-
cally increased with the shroud overhang extension (i.e., the cav-
ity reduction), and a maximum increase in efficiency of approxi-
mately 0.3% was achieved for the maximum shroud overhang
(12 mm), as shown in Fig. 11(a). The variation of the shroud
overhang did not have a significant effect on the leakage mass
fraction, as shown in Fig. 11(b). Hence, it is likely that most of the
improvement in the efficiency comes from the reduced mixing in
the inlet cavity and minimized influence on the rotor casing sec-
ondary flows, the same as in the case with reduced cavity length
(c;). By extending the shroud, the region of interaction between
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the cavity and mainstream fluid was shifted more upstream from
the rotor leading edge, allowing the mainstream fluid to mix out
the flow disturbances in the casing region caused by the presence
of the cavity.

For a given shroud geometry, the leakage mass flow is driven
by the difference between the stagnation pressure upstream and
the static pressure downstream of the shroud. The leakage flow
can be reduced if the inlet cavity is designed so that the leakage
fluid comes from the end wall boundary layer, with low stagnation
pressure, rather than from the higher stagnation pressure main-
stream fluid. The shroud extension in the inlet cavity reduces the
influence of the potential field upstream of the rotor leading edge,
reducing the high stagnation pressure mainstream fluid ingress
into the cavity.

Variation of Shroud Thickness. In this section, the shroud
thickness s was varied and the cavity length and depth were kept
constant, as illustrated in Fig. 12. The change in the shroud thick-
ness modified the flow field in the whole leakage flow path. Figure
12(a) shows the flow field in the inlet cavity and Fig. 12(b) the
flow field in the exit cavity for two different shroud thickness
values. It is clear in Fig. 12(a) that the variation in shroud thick-
ness did not significantly modify the flow structure in the inlet
cavity. As the shroud thickness was reduced, the recirculation
zone “A” and main passage fluid ingress were reduced, and the
recirculation zone “B” above the shroud upstream of the seal in-
creased at the same time. The structure of the flow field at the
interface plane between the cavity and the mainstream was not
considerably altered by the shroud thickness, and consequently
the flow field through the rotor blade row stayed almost un-
changed (see more details in Rosic [13]).

Downstream of the rotor, the flow field in the exit shroud cavity
was highly affected by the change in the shroud thickness (see
Fig. 12()). The main reason is that the variation of shroud thick-
ness changed the radial position at which the leakage jet pen-
etrated the cavity. The position of the leakage jet also influences
the main passage fluid ingress into the cavity (Fig. 12(b)). In the
case of the 2 mm thin shroud, the leakage jet acts as a curtain
minimizing the ingress into the cavity. At the same time, the un-
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mixed leakage fluid enters the downstream stator directly. Signifi-
cant difference in the tangential velocity between the leakage and
the mainstream flow causes negative incidence and intensifies the
secondary flows at the casing of the downstream stator. Wallis [4]
claimed that the local mainstream flow ingress and mixing in the
exit shroud cavity can even be beneficial in reducing the differ-
ence in the tangential velocity between these two flows.

The turbine efficiency increased with reduction of shroud thick-
ness, as seen in Fig. 13(a). This was mainly due to reduction of
the leakage fraction (Fig. 13(b)). In the case of the thin shroud, the
leakage fluid approaches the upstream seal almost radially, which
reduces the discharge coefficient of the seal and hence the leakage
fraction. The cavity between two seals is also increased in the case
of thin shroud. This caused an increased dissipation of the leakage
jet’s kinetic energy downstream of the first seal and the reduced
carryover effect and finally the leakage fraction. The change in the
shroud thickness affected the flow field in the whole shroud leak-
age flow path and the flow in the main passage. Therefore, it is
difficult to reconstruct all processes that contributed to the pre-
dicted change in efficiency. As was mentioned, the shroud thick-
ness did not affect the flow field in the inlet cavity and the rotor.
On the other side, due to complexity of the mixing, the flow
interactions between the leakage and the mainstream flow in the
exit cavity are highly dependent on the shroud and cavity geom-
etry. Hence, it is difficult to draw a conclusion about an optimum
shroud thickness in the exit cavity. Turbine designers should be
particularly careful in designing this part of the shroud geometry.

Variation of Shroud Cavity Depth. In the final geometrical
modification of this study, the shroud cavity depth g was analyzed.
This time, a 2 mm shroud thickness was kept constant and the
cavity depth was simultaneously changed in the inlet and exit
cavity (Fig. 14). The practical advantage of this modification and
the previous one, compared to varying the inlet and the exit cavity
length and the shroud overhang, is that in this case the axial
movement of the rotor was not limited.

The reduction in the cavity depth in both cases for the inlet and
the exit cavity caused a reduction in the amount of mainstream
fluid that entered the cavity, as seen in Figs. 14(a) and 14(b). This
reduced cavity associated losses and led to an increase in the
turbine efficiency of 0.3% in the case with the 5 mm cavity depth
(Fig. 15(a)). In this case of the 5 mm cavity depth, the dissipation
of the leakage jet’s kinetic energy in the interseal cavity was re-
duced and the carryover effect was intensified, resulting in in-
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creased leakage flow (Fig. 15(b)). The increase in cavity depth
caused an expected drop in the leakage flow fraction. This benefi-
cial effect was not followed by an expected rise in efficiency. By
increasing the cavity depth, more of the main passage fluid was
driven into both cavities, resulting in an increased mixing loss in
both cavities and intensifying the interaction between the cavity
and the main annulus flow.

The increased cavity depth also enhanced secondary flows in
the rotor. In the exit cavity, the influence of the cavity depth on the
flow field in the downstream stator is opposite. Although the ex-
tremely small cavity depth (i.e., 5 mm) reduced the amount of
ingested fluid, and therefore the mixing in the cavity, the leakage
jet propagates directly to the downstream stator, causing enhanced
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secondary flows in the downstream stator by the mechanism de-
scribed earlier. Similar conclusions can be found in the experi-
mental study of Schlienger et al. [14]. They investigated two dif-
ferent exit shroud cavity geometries using a two-stage model
turbine. The exit shroud cavity geometry with a contoured end
wall and reduced height altered the reentry angle of the leakage
flow but increased the secondary flows at the downstream stator
compared to the datum case with a large rectangular cavity. The
work analyzed in this section highlighted once more that the ge-
ometry of the exit shroud cavity should be carefully chosen in
order to minimize the losses associated with the shroud leakage
flow. A simple reduction in the rotor exit shroud cavity size does
not necessarily mean improvement in the turbine efficiency.

Different Leakage Mass Flow Fraction

According to steam turbine industrial practice, leakage fractions
for shrouded blades vary from 1% to 4% within HP turbines.
During long-term turbine operation, the sealing effectiveness de-
teriorates due to rubbing and worn sealing elements. Therefore, it
is important to investigate the influence of the different leakage
fractions on the same blading geometry. This was done in a nu-
merical study using the same numerical flow domain as in the first
part of this paper (Fig. 2). The leakage mass fraction was con-
trolled by varying the seal clearance over both radial fins simul-
taneously, while the datum shroud geometry was kept unchanged.

The flow field in the exit shroud cavity, where the leakage flow
reenters the main passage, is greatly affected by the leakage jet
generated in the downstream seal gap. Figure 16 shows the radial
velocity contours in the meridional plane at two different circum-
ferential positions, close to the pressure and suction side of the
rotor blade row for different leakage fractions. The mainstream
fluid periodically moves into and out of the exit cavity driven by
the rotor blade potential field. Close to the blade pressure side,
fluid enters the cavity and leaves it in the low pressure region
close to the suction side. In the case of small leakage fraction
(0.25%), the cavity fluid formed a strong cavity vortex with the
main passage fluid entering the cavity close to the cavity down-
stream end wall. For this leakage fraction, the axial momentum of
the leakage jet was not high enough to allow the leakage flow to
penetrate through the whole cavity, but rather loses its energy in
an intensive mixing process with the cavity fluid. As the leakage
flow increased (Fig. 16(b)), it reached the cavity downstream wall
and shifted the location where the mainstream fluid enters the
cavity upstream, and reduced the size of the cavity vortex. The
leakage jet propagated through the cavity and bent toward the
casing wall under the influence of the cavity vortex. The leakage
jet then stayed attached to the downstream cavity end wall, as is
illustrated in Fig. 16(c). The majority of the leakage fluid there-
fore reenters the mainstream almost radially at this location close
to the cavity end wall. This also caused a strong separation at the
cavity downstream corner and a thickening of the inlet boundary
layer of the downstream stator. A similar flow structure remained
in the cavity even for larger leakage fractions (Fig. 16(d)). In the
case with even higher leakage fraction, the leakage jet dominated
the cavity flow. The leakage jet had enough momentum to sup-
press further the cavity vortex and hence reduces its strength and
size.

The high swirl velocity component of the leakage jet is respon-
sible for the development of negative skew in the casing boundary
layer upstream of Stator 2. Figure 17 shows the variation of ab-
solute yaw angle downstream of the shroud cavity with leakage
fraction. In the case of small leakage fractions (<0.6% ), the leak-
age flow is not enough to overcome the cavity dynamics, the
cavity fluid mixes out the leakage flow, and therefore the yaw
angle did not change significantly. As the leakage flow fraction
increases, the leakage jet leaves the cavity almost unmixed, form-
ing a region of high yaw angle in the near casing region of the
main annulus.
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This caused a significant change in the flow field of the down-
stream stator. Figure 18 compares the entropy function contours in
a quasiorthogonal plane at the exit of the downstream stator for
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different leakage fractions. In the case with shroud cavities but
without leakage flow (Fig. 18(a)), the region of low entropy and
high loss is located close to the wake region on the suction side of
the blade with two loss cores close to the end walls associated
with the secondary flows. The flow in the exit shroud cavity
causes a thickening of the inlet boundary layer and therefore
stronger secondary flows in the casing region. In the case of small
leakage fractions (<0.6%), there is no significant difference in
entropy contours (Fig. 18(b)) because the cavity fluid mixes out
the majority of leakage flow (as illustrated in Fig. 17). In the case
of higher leakage fractions, the leakage jet propagates through the
cavity, reentering the mainstream almost unmixed (Fig. 17),
thereby enhancing further the secondary flows. This causes a
strong radial migration of the low momentum casing fluid toward
the midspan (Fig. 18(c)). This process continues with further in-
creased leakage fraction (Fig. 18(d)). The radial migration of the
low momentum fluid is so strong that these two loss cores almost
merged together and the region of the low entropy fluid occupies
a considerable portion of the blade passage.
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Fig. 18 Entropy function contours downstream of Stator 2 for
different leakage fractions
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The negative influence of the leakage flow on the flow field in
the downstream blade row can also be seen by analyzing the yaw
angle distribution at the downstream stator exit (Fig. 19). Com-
pared to the ideal case with clean end walls, the leakage flow
caused a strong underturning of the flow at the midspan, and also
the “S” shape angle distribution close to the casing, associated
with the casing secondary flows, was enhanced. As was observed
earlier, the small leakage fractions (0.25% and 0.58%) did not
affect the yaw angle distribution, which remained close to that of
the case without leakage flow. The severity of the leakage influ-
ence on the flow mainstream field is illustrated by the fact that
more than 70% of the blade flow field was affected for leakage
flows larger than 2%.

The nature of the interaction is different in the inlet cavity. The
leakage flow effectively removes the cavity fluid and the boundary
layer upstream of the rotor, reducing the casing secondary flows.
Figure 20 shows the entropy function contours downstream of the
rotor for different leakage fractions. The presence of the inlet
cavity without leakage flow (Fig. 20(a)) thickens the inlet bound-
ary layer, which results in enhancing the casing passage vortex
and thickening of the low momentum fluid close to the casing
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Fig. 20 Entropy function contours downstream of the rotor for
different leakage fractions
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(region A). The introduction of small leakage flow fractions (Fig.
20(b)) reduced loss in the near casing region A, but did not affect
the strength of the casing passage vortex. With further increasing
of the leakage flow, the strength of the casing passage vortex
started to reduce (Fig. 20(c)). In the case of 3.4% leakage fraction,
most of the inlet boundary layer and low momentum fluid up-
stream off the rotor casing end wall was removed. This resulted in
a significant reduction of the rotor secondary flows and the casing
passage vortex. Another confirmation of the positive leakage flow
influence on the flow field in the rotor can be found in the flow
angle distribution downstream of the rotor, as shown in Fig. 21. It
is evident that with the increased leakage the flow angle distribu-
tion was improved and became similar to the ideal case of clean
end walls.

One should not forget that although the leakage flow locally
reduces secondary flows in the rotor, increasing the leakage frac-
tion has an overwhelmingly detrimental effect on turbine perfor-
mance for reasons already discussed such as less possible ex-
tracted work, reentry mixing, negative incidence on the
downstream stator, etc.

All aforementioned aspects of the influence of the leakage flow
on the mainstream flow in the 1.5 stage turbine analyzed in this
paper can be summarized with the diagram shown in Fig. 22. The
diagram shows the change in turbine efficiency with leakage frac-
tion for the datum shroud configuration. In the case without leak-
age flow, there is an offset loss caused by the presence of the
shroud cavity in the main annulus.

The origin and structure of the offset loss was analyzed by
Rosic and Denton [10]. Classical shroud leakage theory assumes
that the loss of efficiency associated with the leakage flow is di-
rectly proportional to the leakage flow rate.

The dotted line on the plot represents the simple shroud leakage
theory and has a slope A#n/A(m;/m,)=1. In the cases with a
leakage fraction less than approximately 0.7%, the exit shroud
cavity flow mixes out the leakage flow and it does not have a
significant effect on the flow field in the downstream stator. At the
same time, the introduction of the leakage flow in the inlet cavity
removes the inlet boundary layer upstream of the rotor and re-
duces its secondary flows. This is likely to be the explanation for
the slope less than 1 in the region of small leakage fractions. As
the leakage fraction is high enough to penetrate the cavity, and
directly enhance the secondary flows in the downstream stator, the
slope of the line changed to value of A#»/A(m;/m,,)=1.5. For this
range of leakage fractions (0.7-1.6%), this effect is dominant and
the positive effect of the leakage flow on the rotor flow field is not
able to counterbalance it. The positive effect of the leakage flow
on the reduction of the rotor casing secondary flows seems to
grow constantly for all leakage fractions. In the case of leakage
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fractions larger than 1.6%, these two effects, negative of growth
of secondary flows in the downstream stator and positive of re-
duction of the rotor secondary flows, cancel each other and the
change of efficiency approaches an equilibrium with the slope of
the curve close to 1.

Conclusions

The aerodynamics of low aspect ratio turbines is highly influ-
enced by the geometry of the whole shroud leakage flow path and
leakage fraction.

Effects of rotor shroud cavity geometry on the mainstream
aerodynamics were investigated in the first part of this paper. It
was found that the reduction of the length of both the inlet and the
exit shroud cavities is beneficial, and the cavities should be re-
duced as much as turbine operational conditions allow. This is
mainly due to reduction of the main passage fluid ingress and
mixing losses in the cavity. The shroud extension in the inlet
cavity has a total positive effect. The shroud overhang extension
in the exit cavity intensified the leakage jet and increased the
windage loss. Only very long shrouds reduced the mixing losses
in the cavity, and hence for the analyzed turbine, this modification
did not show practical benefit.

The shroud thickness variation for a fixed cavity size high-
lighted that this modification did not significantly affect the flow
field in the inlet cavity and the rotor. The minimized shroud thick-
ness resulted in reduced leakage fraction. The change in shroud
thickness altered the radial position of the leakage jet in the exit
cavity, which modified the flow field in the cavity and the down-
stream stator.

It was highlighted that reduced cavity depth minimized the
mixing loss in the inlet cavity and improved the flow field in the
rotor. In the exit cavity, the mixing losses were also reduced but
the unmixed leakage jet caused an enhancement of the secondary
flows in the downstream stator. The depth reduction in the exit
cavity increased the leakage flow fraction.
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In the second part of this paper, the influence of different leak-
age fractions on the mainstream flow was discussed. In the inlet
cavity, the leakage flow removes the low momentum fluid and
improves the flow field in the rotor. In the exit shroud cavity, the
mixing process reduces the influence of the leakage flow in the
case of small leakage fractions. Further increase in the leakage
flow intensifies significantly the casing secondary flows in the
downstream stator. Above a certain leakage fraction, these two
effects cancel each other and the change of efficiency with leak-
age fraction approaches equilibrium.

The results presented in this paper are obtained for a particular
low aspect ratio blading and particular shroud geometry. It is un-
likely that they can be applied directly to general turbine design.
However, this work highlighted the main mechanisms through
which the leakage flow affects the mainstream flow field and how
they interact for different geometrical variations and different
leakage fractions. Most of these mechanisms are going to be
present for the majority of shroud designs and different aspect
ratio blading.
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Nomenclature
¢ = shroud cavity length
d = shroud overhang length
g = shroud cavity depth
my, m,, = leakage and mainstream flow mass fraction
po = total pressure
s = shroud thickness
n = efficiency

041001-10 / Vol. 130, OCTOBER 2008

HP, IP = high pressure, intermediate pressure
MP = mixing plane

LE, TE = leading edge, trailing edge

PS, SS pressure side, suction side
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The Influence of Shroud

and Cavity Geometry on Turbine
Performance: An Experimental
and Computational Study—
Part Il: Exit Cavity Geometry

The geometry of the exit shroud cavity where the rotor shroud leakage flow reenters the
main passage flow is very important due to the dominant influence of the leakage flow on
the aerodynamics of low aspect ratio turbines. The work presented in this paper investi-
gates, both experimentally and numerically, possibilities for the control of shroud leakage
flow by modifications to the exit shroud cavity. The processes through which the leakage
flow affects the mainstream aerodynamics identified in the first part of this study were
used to develop promising strategies for reducing the influence of shroud leakage flow.
The experimental program of this study was conducted on a three-stage model air tur-
bine, which was extensively supported by CFD analysis. Three different concepts for
shroud leakage flow control in the exit cavity were analyzed and tested: (a) profiled exit
cavity downstream end wall, (b) axial deflector, and (c) radial deflector concepts. Reduc-
tions in aerodynamic losses associated with shroud leakage were achieved by controlling
the position and direction at which the leakage jet reenters the mainstream when it leaves
the exit shroud cavity. Suggestions are made for an optimum shroud and cavity
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Introduction

The shroud leakage flow mainly affects the turbine performance
by reducing extracted work in the rotor blades. This work reduc-
tion is an inviscid process and does not necessarily create loss
(Denton [1]). However, considerable losses are created due to
various viscous mixing processes (mixing through the labyrinth
seal, mixing in the shroud cavities, and mixing when the leakage
flow reenters the main annulus) due to difference in velocity from
the mainstream flow. Some aspects of the loss can be changed by
altering the shroud and cavity geometry and some are fixed for a
fixed seal geometry and blade geometry.

The leakage flow undergoes a throttling process from upstream
stagnation pressure to the stagnation pressure at the exit from the
last seal. If the leakage flow does no work, its change in specific
entropy is fixed by its change in stagnation pressure. The stagna-
tion pressure at the exit from the last seal is determined by the
static pressure in the downstream cavity and the velocity of the
leakage jet. The jet velocity is fixed by the leakage mass flow and
seal clearance and the static pressure in the cavity is close to that
of the mainstream flow at the exit from the blade row. Hence, for
a fixed seal geometry and blade geometry, the increase in specific
entropy between these points is almost fixed and cannot be greatly
influenced by changes in the cavity geometry. Small changes in
the exit static pressure from the last seal can be made by changing
the geometry of the exit (downstream) cavity and this should be
designed to increase the static pressure as much as possible.

For a given number of seals and seal geometry, the leakage
mass flow can be changed by introducing loss upstream of the
seals, i.e., in the inlet (upstream) cavity. The inlet cavity should

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF TURBOMACHINERY. Manuscript received June 18, 2007; final manu-
script received June 19, 2007; published online June 17, 2008. Review conducted by
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(GT2007), Montreal, Quebec, Canada, May 14-17, 2007, Paper No. GT2007-27770.
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also be designed so that the leakage fluid comes from the end-wall
boundary layer (with low stagnation pressure) rather than from the
mainstream (higher stagnation pressure). This not only reduces the
leakage flow rate but also, by bleeding off the entering boundary
layer, reduces the secondary loss within the blade row. This is
described in Part 1 of this study. However, the leakage mass flow
is mainly determined by the number of seals, seal clearance, and
seal geometry; these should be chosen to reduce the leakage flow
as much as possible within mechanical constraints. Denton and
Johnson [2], Sasada et al. [3], Pfau et al. [4], and Reid [5] inves-
tigated the influence of different geometry modifications in the
inlet shroud cavity region on turbine performance.

The mixing loss between the jet leaving the last seal and the
mainstream flow is not fixed and depends on where the mixing
takes place (Denton [1]); hence, it can be reduced by careful de-
sign of the exit cavity. A major contribution to this mixing loss is
the difference in tangential velocity and this can only be reduced
by applying a tangential force to the leakage flow either by fric-
tion on the casing or by vanes in the cavity, as described in Rosic
and Denton [6].

Another major source of loss due to seal leakage is the increase
in secondary loss in the downstream blade row. This is determined
by the casing boundary layer entering the blade row, which in turn
is greatly influenced by how the leakage flow reenters the main-
stream. In particular, the difference in tangential velocity intro-
duces streamwise vorticity in a direction to amplify the secondary
flow. Also the reentry of the leakage flow may cause a separation
on the casing, which will greatly thicken the boundary layer and
increase the secondary losses. These losses in the downstream
blade row can be substantial and can be potentially controlled by
design of the exit cavity.

This indicates that the geometry of the exit shroud cavity plays
a significant role in the loss generating process associated with the
leakage flow. The physics of the cavity flow and its interaction
with the main passage flow were analyzed by many authors,
among others Wallis [7], Pfau et al. [4,8], Rushton [9], Gier et al.
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[10], Giboni et al. [11,12], Peters et al. [13], etc. Few studies have
investigated possibilities of controlling the shroud leakage flow by
modifying the exit shroud cavity geometry and reducing its influ-
ence on the main annulus aerodynamics.

Schlienger et al. [14] modified a datum rectangular cavity by
contouring the cavity end wall in order to improve the reentry
angle of the cavity flow by avoiding the sharp corner edge. Pfau et
al. [4] proposed nonaxisymmetric shroud and casing end-wall
contouring, to reduce circumferential nonuniform leakage reentry
and reduce main passage fluid ingress into the cavity.

The work presented in this paper investigated further, both ex-
perimentally and numerically, possibilities for the control of
shroud leakage flow by modifying the exit shroud cavity geom-
etry. As a result, three different concepts for shroud leakage flow
control, based on the identified cavity flow dynamics, were inves-
tigated. This paper summarizes the main results of this study and
highlights dominant phenomena of the complex leakage flow and
main passage flow interaction.

Model Turbine and Experimental Methods

The experimental results were obtained from a low speed three-
stage air turbine that was designed to represent the first few stages
of a high pressure (HP) steam turbine (Fig. 1). The facility was
successfully used in the past and there are several publications
describing results obtained using this model turbine, i.e., Lewis
[15] and Wallis [7]. Details about the turbine geometrical and
operational parameters and key blade parameters can be found in
Part 1 of this study [16] and Rosic et al. [17].

All three stages of the model turbine are identical, with 50%
reaction blading, and a detailed diagram of the stage geometry
used in this study is presented in Fig. 2. Both stator and rotor
blades were shrouded. The 15 mm inlet and the 18 mm exit
shroud cavity are representative of a real industrial turbine and
this geometry is denoted as the “datum shroud geometry” in the
following text. The rotor shroud leakage flow is controlled by two
approximately 0.75 mm clearance radial seals (resulting in ap-
proximately 1.8% leakage flow). In order to isolate the influence
of the rotor shroud geometry on the mainstream aerodynamics, the
stator hub cavities are sealed with minimized leakage flow.

The time mean flow properties of the main passage were ob-
tained using a five hole pneumatic probe. The properties were
measured by performing full-span area traverses over one blade
pitch downstream of each blade row. In the model turbine, a re-
peating stage condition develops downstream of the second stage
(Lewis [15]) and, therefore, the experimental results downstream
of Rotor 2 and Stator 3 are given (the traverse plane positions are
shown in Fig. 1). The results are presented in the form of span-
wise distribution of the pitchwise mass averaged yaw angle and
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Fig. 2 The stage geometry with open shroud cavities

Balsa Wood Axial Seals 7

total pressure coefficient contours C,. The brake turbine effi-
ciency 7, was also measured for each geometrical modification
tested.

Numerical Code and Flow Domain

Numerical predictions were used in this study to help resolve
and understand the flow details in the exit shroud cavity and to
analyze additional cavity geometries, which were not experimen-
tally tested. The computations were completed using 3D multi-
block Reynolds averaged Navier—Stokes solver TBLOCK, written
by Denton. TBLOCK is a finite volume solver using the explicit
“Scree” scheme (Denton [18]). Turbulence is modeled using a
mixing length approach with wall functions for surface skin fric-
tion. The solver was run in parallel and steady mode using the
mixing plane approach.

The CFD geometry modeled 1.5 stages of the model turbine
(embedded second rotor of the model turbine). The rotor shroud
cavity (see Fig. 2) was modeled completely. The number of seals
and clearance were kept constant in the study. The stator hub
cavity was not modeled. The computational domain and grid are
the same as in Part 1 of this study (Fig. 3).

The code was calibrated against experiments, and the capabili-
ties of the solver in predicting the flow in the multistage turbine
with shrouded blades were demonstrated in the work of Rosic et
al. [17]. Several previous works have used TBLOCK to model leak-
age flows and complex stage geometries and showed very good
agreement with experimental results, see Reid et al. [19].
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Fig. 4 Radial velocity distribution in the exit cavity for two
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Flow Field in the Datum Exit Shroud Cavity

This section explains the topology of the flow field in the datum
exit shroud cavity (Fig. 2). This will help in understanding the
influence that different modifications of the cavity geometry has
on the main annulus aerodynamics.

The flow field in the exit cavity is illustrated using the predicted
radial velocity contours for two different circumferential positions
of the rotor pitch (Fig. 4). The flow structure in the cavity agrees
with the findings of Wallis [7] and Pfau et al. [8]. The rotor blade
potential field extended downstream of the trailing edge allowing
the mainstream fluid to enter the cavity downstream of the shroud
in the region of higher pressure close to the blade pressure side
(Fig. 4(a)). The ingested mainstream fluid splits into two streams.
One bends forward and mixes with the leakage jet forming a
countervortex, and the other bends backwards and rolls up feeding
the cavity vortex. The cavity vortex traveled along the cavity to-
ward the blade suction side and the net inflow slowly diminished
until close to the suction side the cavity fluid started to reenter the
main passage (Fig. 4(b)). The cavity vortex filled the cavity space
and acted as a blockage, deflecting the leakage flow in the cavity
toward the low pressure region close to the suction side, and so
causing the nonuniform leakage flow reentry. Leaving the gap of
the second radial fin, the leakage jet widens and propagates
through the cavity, remaining almost attached to the casing wall
and reentering the main passage with a strong radial velocity com-
ponent close to the cavity downstream wall causing a strong sepa-
ration at the inlet of the downstream stator.

In the case of the datum cavity geometry, there are two flow
features that dominate the cavity flow—the ingress of the main
passage fluid into the cavity and the radial reentry of the leakage
jet. In an attempt to minimize the influence of the cavity flow
dynamics on the mainstream, three different concepts for shroud
leakage flow control were analyzed: profiled exit cavity down-
stream end wall, axial deflector, and radial deflector concepts.

Profiled Exit Cavity Downstream End Wall. This concept
investigated the potential of shroud leakage control by reducing
the leakage jet radial velocity component and the separation at the
downstream cavity edge. This was achieved by profiling the exit
cavity downstream end wall.

Chamfered Corner of the Cavity Downstream Edge. Tested first
was a geometry with a 5 mm wide foam insert with a chamfered
(5 mm radius) exit cavity downstream corner, as detailed in Fig.
5(a). The contours of the predicted radial velocity for the two
different circumferential positions indicate that the chamfered cor-
ner reduces the radial angle of the reentry leakage jet (Fig. 5(b)).
However, the general flow structure inside the cavity remained
similar to that of the datum rectangular cavity presented in Fig. 2.
A drop of 0.08% in turbine efficiency was measured. This value
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Fig. 5 (a) Geometric details and (b) the radial velocity distri-
bution in the case with the chamfered cavity downstream edge

indicates that the change in turbine efficiency was less than the
repeatability error of the efficiency measurement (estimated to
0.2%). Modeling the same cavity geometry, CFD predicted an in-
crease in efficiency of 0.03%. The small influence of the cham-
fered cavity downstream corner on the turbine performance was
also confirmed by analyzing the total pressure and yaw angle dis-
tribution downstream of Stator 3. The total pressure distribution
appeared very similar to the datum cavity (see Fig. 6), but with the
central loss core strength slightly reduced in the case with the
chamfered corner. A small improvement in the flow angle distri-
bution was also measured (Fig. 7) in the case with the chamfered
corner.

Contoured Cavity Downstream End Wall. In order to reduce
further the radial velocity component of the leakage jet, the exit
cavity end wall was profiled, as it is illustrated in Fig. 8(a). The
curvature of the end wall consisted of two 90 deg circular arcs,
with 7.5 mm radii. By filling in the exit cavity, the size of the
cavity was almost halved, and the allowable axial movement of
the rotor relative to the casing was considerably reduced, and this
is the main limitation of this approach. Figure 8(b) shows the
predicted radial velocity contours in the exit cavity. The leakage
jet followed the end-wall curvature and reentered the main pas-
sage with a reduced radial velocity component. The region of
separated flow at the downstream edge of the datum cavity, which
is responsible for thickening of the boundary layer upstream of the
stator blade row, was also eliminated. The main passage fluid

Span

Pitch

Fig. 6 C, contours downstream of Stator 3 in the case with
chamfered cavity downstream edge (expt.)
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Fig. 7 Yaw angle distribution downstream of Stator 3 in the
case with chamfered cavity downstream edge (expt.)

enters the cavity close to the pressure side, and part of it joins the
leakage jet and the other part forms the cavity vortex and reenters
the main passage close to the rotor blade suction side. It can be
also noticed that the curvature of the wall reduced the amount of
ingested main passage fluid, compared to the datum configuration.
Figure 9 shows the radial velocity on the interface plane between
the cavity and the main blade passage for the datum cavity and
two cavities with profiled end walls. In the case with contoured
cavity end wall (Fig. 9(c)), the leakage jet’s radial velocity is
significantly reduced and the area of the leakage flow reentry was
wider than in the case of the datum cavity.

The measured efficiency improvement was +0.19%, and the
CFD prediction was +0.16%. Further evidence of the improved
performance can be found in analyzing the flow field in the down-
stream stator. Figure 10 shows the C,, contours downstream of
Stator 3. Again, the central loss core is reduced in strength and
stretched out compared to the datum cavity. The reduction of the
secondary flows in the stator is indicated in the yaw angle distri-
bution (Fig. 11). The flow underturning at the midspan and over-
turning in the casing region that characterizes increased secondary
flows were also reduced.

The mixing process between the leakage and the ingested main-
stream fluid in the cavity creates loss by itself, but in this case it is
likely that this process reduced the high swirl in the flow in the
casing region upstream of the stator blade row. This is shown in
Fig. 12 using the CFD predicted absolute yaw angle downstream of

15
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Radial velocity (m/s)

(b) Radial velocity contours .ZE?Q 4 4 12 20

Fig. 8 (a) Geometric details and (b) the radial velocity distri-

bution in the case with the contoured cavity downstream end
wall
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Fig. 9 Radial velocity distribution at the interface between the
exit cavity and the main passage in the case with profiled cav-
ity downstream end wall (cFp)

the exit shroud cavity. A summary of the turbine performance
changes and resulting leakage flow fractions for this shroud leak-
age control concept is given in Table 1.

Axial Deflector. The results of the aforementioned tests indi-
cated that the reduction of aerodynamic loss associated with the
shroud leakage flow could result from shifting the position where
the leakage jet rejoins the mainstream and reducing the amount of

L

PS|SS

-

Span

Pitch

Fig. 10 C,, contours downstream of Stator 3 in the case with
contoured cavity downstream end wall (expt.)
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Fig. 11 Yaw angle distribution downstream of Stator 3 in the
case with contoured cavity downstream end wall (expt.)

mainstream fluid entering the cavity. Hence, the concept of an
axial deflector was tested and is presented in this section.

Straight Axial Deflector. An axial deflector, consisting of a
0.5 mm thick and 7 mm long aluminum plate, was mounted on
the cavity end wall (Fig. 13(a)). The idea was to deflect the leak-
age jet from the cavity end wall. Figure 13(b) illustrates the flow
structure in the exit cavity. The presence of the deflector modified
the leakage jet compared to the datum case by redirecting the jet
back into the cavity. At the plane that connects the cavity and the
main blade annulus, the leakage jet undergoes a strong turning to
rejoin the mainstream under the influence of the main passage
pressure field. This extreme streamline curvature at the deflector’s
tip modifies the pressure field at the cavity-mainstream interface,
and hence reduces the available area for mainstream fluid ingress
into the cavity. Therefore, the mainstream fluid is deflected by the
leakage jet and enters the cavity close to the shroud edge. This
reduces the interaction and mixing between these two streams
and, consequently, the leakage fluid approaches the downstream
stator with an almost unchanged yaw angle compared to the da-
tum case. This can be seen in Fig. 18, which compares the nu-
merically predicted absolute yaw angle distribution in the casing

1.0 = =
/
c ROtOf' I—y| Stator
809 TE I LE
N Traverse:

plane|

-e- Clean end-walls
—— Datum cavity
-=- Contoured cavity end-wall

20 30 40 50 60 70 80
Yaw (°)

J - :
220 10 0 10

Fig. 12 Absolute yaw angle downstream of the exit cavity in
the case with contoured cavity downstream end wall (cFp)

Table 1 Summary of profiled cavity end-wall concept

Minimised Chamfered Contoured
cavity cavity cavity
EXP +0.36 -0.08 +0.19
An [%]
CFD +0.45 +0.03 +0.16
"ea['ézlgfcr,r:%c)t"m 1.66 1.82 1.80
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Fig. 13 (a) Geometric details and (b) the radial velocity distri-
bution in the case with straight axial deflector

region downstream of the cavity.

The axial deflector also modified the flow field in Stator 3,
compared to the datum cavity. Measured C,,, contours (Fig. 14)
show that the loss core strength was slightly reduced. Figure 15
shows the yaw angle distribution downstream of Stator 3, and it
can be seen that the flow angle distribution was slightly improved
compared to the datum cavity. The straight, 7 mm long axial de-
flector caused a measured change in efficiency of +0.11% com-

Span
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Fig. 14 C,, contours downstream of Stator 3 in the case with
straight axial deflector (expt.)

1 T -
-e-closed cavities (min. leakage)

| ——datum cavity

0.8 | -=-straight axial deflector

68
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Fig. 15 Yaw angle distribution downstream of Stator 3 in the
case with straight axial deflector (expt.)
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Fig. 16 (a) Geometric details and (b) the radial velocity distri-
bution in the case with inclined axial deflector

pared to the datum open cavity. For the same axial deflector, CFD
predicted a +0.27% change in the efficiency.

Inclined Axial Deflector. In the next test, the straight axial de-
flector was modified in order to minimize the main passage fluid
ingress into the exit cavity. The length of the deflector was kept
the same as in the previous experiment, but the deflector was
inclined 12 deg inside the cavity. Geometric details of the inclined
axial deflector in the exit cavity are presented in Fig. 16(a).

Figure 16(b) indicates that the ingress of the main passage fluid
was significantly reduced in the region close to the rotor pressure
side. The inclined axial deflector also reduced the region of sepa-
rated flow downstream of the cavity. Figure 17 gives the radial
velocity distribution at the interface plane between the exit cavity
and main passage for the datum cavity and the three different axial
deflectors analyzed in this study. The inclined axial deflector (Fig.
17(c)) minimized the main passage fluid ingress into the cavity
(positive radial velocity). The area of negative radial velocity
where the leakage flow and cavity flow reenter the main passage
flow is spread over a larger area compared with the datum con-
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Fig. 17 Radial velocity distribution at the interface between
the exit cavity and the main passage in the case with different
axial deflector geometries (crp)
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Fig. 18 Absolute yaw angle downstream of the exit cavity in
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figuration. This demonstrated how the cavity flow could be sensi-
tive to small geometry changes. It is also likely that the mixing
process between the leakage fluid and cavity fluid was more in-
tensive, compared to the case with the straight deflector. A confir-
mation of this can be seen in the reduced absolute yaw angle
downstream of the cavity in the casing region in the case with the
inclined axial deflector (Fig. 18).

Figure 19 is a contour plot of the measured C,,, downstream of
Stator 3, from which it is obvious that the deflector reduced the
influence of leakage flow. The central loss core is reduced in size
and stretched toward the casing. Similarly, the leakage flow influ-
ence on flow angle was also reduced, as it is seen in Fig. 20. The
yaw angle distribution over the whole span shifted toward the yaw
angle distribution of the case with closed cavities and minimized
influence of the leakage flow. These changes in the cavity and the
downstream stator flow field caused an increase in measured effi-
ciency of 0.36%, while numerical predictions indicated a change
in efficiency of +0.43%. The presence of the 7 mm long deflector
in the exit cavity limited the available axial movement of the
rotor. In the following section, the influence of a reduced deflector
length on turbine aerodynamics and performance is analyzed.

Circular Deflector. Figure 21(a) shows geometric details of the
cavity with a 4 mm long deflector. To improve the leakage jet
deflection back into the cavity space, a circular cavity end-wall
profiling was applied. Also, the underside of the deflector was
shaped to eliminate possible flow separation at the cavity down-
stream edge. The circular deflector geometry was only tested nu-
merically in order to compare changes in the cavity flow field and

Pitch

Fig. 19 C,, contours downstream of Stator 3 in the case with
inclined axial deflector (expt.)
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Fig. 20 Yaw angle distribution downstream of Stator 3 in the
case with inclined axial deflector (expt.)

mainstream with the two axial deflectors already discussed.

From Fig. 21(b), it is evident that the leakage jet was deflected
away from the cavity end wall and reentered the main passage at
the middle of the cavity. The contours of radial velocity in the
connecting plane between the cavity and main passage for the
circular cavity are presented in Fig. 17(d). The area with positive
radial velocity (fluid ingress) was reduced and reentry of the leak-
age flow (negative radial velocity) was also shifted further up-
stream from the cavity downstream edge. The effectiveness of the
deflector was reduced compared to the 7 mm long inclined deflec-
tor (Fig. 16(a)). The circular deflector caused an increase in the
predicted overall turbine efficiency of 0.25%.

A summary of the turbine performance improvement and result-
ing leakage flow fractions for the different axial deflector geom-
etries is given in Table 2. For all three types of the axial deflectors,
the leakage mass fraction did not change significantly compared
with the datum configuration.

Radial Deflector. The last concept for shroud leakage flow
control in the exit cavity presented in this paper, the radial deflec-
tor (Fig. 22(a)), combines the positive effects of the two previ-
ously presented concepts. Compared to the datum geometry, the
depth of the space between the shroud and the casing downstream
of the second radial fin was increased to 6 mm and closed down-
stream by Radial deflector A. The tip of the radial deflector was
located 2 mm axially from the shroud edge. The chamber between
the radial fin and the deflector was enlarged in order to dissipate

(@) Geometric details \

PRESSURE SIDE

ﬁadial velocity (|

/s)

12 20

(b) Radial velocity contours 20-12 4 4

Fig. 21 (a) Geometric details and (b) the radial velocity distri-
bution in the case with circular deflector
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Table 2 Summary of axial deflector concept

Straight Inclined Circular
deflector deflector deflector
EXP +0.11 +0.36 -
An [%]
CFD +0.27 +0.43 +0.25
e ™| m 179 1.80

the kinetic energy of the leakage jet and reduce the leakage flow.
For the same reason, the deflector was inclined toward the up-
stream direction. The radial clearance between the deflector and
the shroud outer surface was the same as the radial clearance
under the fin, 0.75 mm, allowing unrestricted axial movement of
the rotor relative to the casing. This is the main advantage of this
flow control concept compared to the previously analyzed con-
cepts (profiled cavity end wall and axial deflector), which limit the
rotor axial movement to a certain extent. The concept of the radial
deflector was analyzed only numerically.

Figure 22(b) shows that the leakage jet was redirected toward
the cavity interior and the angle of propagation through the cavity
was similar to that of the cavity with the contoured downstream
end wall (Fig. 8). The reentry region of the leakage flow was
spread out more upstream compared with the datum cavity case,
and the flow separation at the cavity downstream corner was also
minimized. The predicted improvement in turbine efficiency was
0.35%.

The leakage fraction was reduced from 1.82% for the datum
cavity to 1.61% with the radial deflector (0.21%). This by itself is
beneficial in terms of turbine efficiency and leads to the conclu-
sion that the radial deflector controls effectively the cavity flow
field and acts as an additional seal at the same time. In a real
turbine, the axial position of the rotor in the shroud cavity is not
known with high accuracy. Therefore, different radial deflector
positions relative to the shroud were numerically tested to illus-
trate the effectiveness of the concept.

In the next step the position of the radial deflector was shifted
axially upstream, as is shown in Fig. 23(a). In this case, Radial
deflector B was fully engaged with the shroud creating an addi-
tional seal. All other geometrical parameters were kept the same

Radial deflector 1.5
Casing
= Ch=:
Radial fin @
2 2
Shroud )
2
(@) Geometric details Romr‘ 18 |
PRESSURE SIDE SUCTION SIDE

Radial velocity (m/s)

(b) Radial velocity contours

2012 -4 4 12 20

Fig. 22 (a) Geometric details, and (b) the radial velocity distri-
bution in the case with Radial deflector A
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Fig. 23 (a) Geometric details and (b) the radial velocity distri-

bution in the case with Radial deflector B

as in the previous case (Deflector A). Figure 23(b) shows the flow
field in the cavity with Deflector B. It is evident that the cavity
flow structure was very similar to that of the datum cavity, with
the leakage jet staying attached to the cavity downstream end wall
and the region of the separated flow downstream of the cavity
corner. The radial deflector acted as an extra sealing element caus-
ing a further drop in leakage mass flow fraction to 1.44%. How-
ever, the predicted +0.29% change in efficiency was not as high as
expected. The reason for this is that the reduction in leakage flow
fraction was not followed by favorable flow modifications in the
exit cavity, as was the case of the original deflector (A), and,
consequently, the flow field in the downstream stator was not
modified.

The geometry of Radial deflector C is presented in Fig. 24(a).
The tip of the radial deflector edge was 5 mm from the shroud
edge and all other parameters were kept as in the previous case.
The leakage jet was deflected toward the cavity interior, in a simi-
lar way to the case of Radial deflector A (Fig. 24(b)). Although the
deflector in this case was farther from the shroud edge than De-

Radial deflector 1.5

1] Wt
oo
N = 0
e ]
(@) Geometric details \ 18
PRESSURE SIDE SUCTION SIDE

(b) Radial velocity contours 2012 -4 4 12 20

Fig. 24 (a) Geometric details and (b) the radial velocity distri-
bution in the case with Radial deflector C
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Table 3 Summary of radial deflector concept

Deflector A Deflector B Deflector C
An [%] (CFD) +0.35 +0.29 +0.24
Leakage fraction
[%] (CFD) 1.61 1.44 1.63

flector A, it was still effective in reducing the leakage flow frac-
tion to 1.63%. This is because the curvature of the leakage jet
increases the pressure in the cavity behind the second seal. The
separation at the cavity downstream edge was stronger than in the
case with Deflector A and, hence, the effectiveness of this geom-
etry was reduced. The predicted efficiency improvement was
+0.24%.

The study demonstrated the effectiveness of the radial deflector
concept for a range of different axial positions. Therefore, this
concept is a promising strategy for shroud leakage flow control
and can be easily implemented in the current turbine design pro-
cess. A summary of the turbine performance improvement and
resulting leakage fractions is given in Table 3.

Optimized Shroud Geometry

The understanding about the interaction between the shroud
leakage and the mainstream flow gained during this study and
presented in Parts 1 and 2 was applied to optimize the shroud
leakage flow path of a typical low aspect ratio industrial turbine.
In a comprehensive numerical study, a datum shroud configura-
tion was systematically modified in order to estimate the possible
improvements in turbine performance if the previously discussed
concepts of shroud leakage flow control were applied.

The datum rotor shroud configuration (Geometry A in Table 4)
consisted of a stepped shroud and three radial fins (different to the
previous datum given in Fig. 2). The inlet and exit shroud cavities
are the same as in Fig. 2. In the first step, the shroud thickness was
reduced to 2 mm above the rotor leading edge, together with a
10 mm reduction in inlet shroud cavity depth (Geometry B). For
that reason the first radial fin was moved further upstream. The
downstream part of the shroud was kept unchanged. The study
was continued by analyzing the influence of a 5 mm shroud over-
hang extension in the inlet cavity (Geometry C). A radial deflector
(Deflector A) 2 mm downstream of the shroud edge was intro-
duced in the exit shroud cavity (Geometry D). Finally, the down-
stream corner of the exit shroud cavity was chamfered to form
Geometry E. During this numerical study, the number of seals,
seal clearance, and the distance between rotating and stationary
surfaces were kept constant (so the axial movements were unre-
stricted).

Table 4 summarizes the efficiency improvement for all ana-
lyzed shroud geometries compared with the datum configuration.
The study was completed in parallel for two different seal clear-
ance values. In the case with the 0.75 mm clearance and 1.47% of
leakage, the final shroud geometry modification (Geometry E) re-
sulted in a 0.60% improvement in turbine efficiency. It can be also
noticed that the largest contribution to the efficiency improvement
(of +0.28%) came from the reduction in the inlet cavity depth and
shroud thickness (Geometry B). The radial deflector, mounted in
the exit cavity, caused the second largest efficiency improvement
of 0.18%. The increased clearance to 1.0 mm generated a leakage
flow of 1.78%. The most important conclusion is that the effec-
tiveness of the applied geometrical modifications increased with
the leakage fraction. The final Geometry (E) caused a positive
change in turbine efficiency of 0.75%. This is very important,
bearing in mind that the effectiveness of the sealing elements
deteriorates with time. Opening the seal clearance from
0.75 mm to 1 mm caused a drop in efficiency of 0.42% (89.84%—
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Table 4 Optimized shroud geometry. Performance change
(cFp predictions)

n/(An) [%]
Geometry Leakage Leakage
1.48 % 1.78 %
T T r
i e N | w5 | o
Minimised inlet cavity
T r
(+0.28) (+0.35)
- Reduced mixing losses in the cavity,
- Improved flow field in the rotor,
- Reduced leakage fraction
5 mmm extended shroud overhang
T r
(+0.36) (+0.44)
- Reduced main passage fluid ingress
- Reduced circumferential pressure
non-uniformity in the inlet cavity
Radial deflector in the exit cavity
- Redirected leakage jet: reduced jet 90.38 90.09
radial velocity component (+0.54) (+0.67)
- Reduced separation at the cavity
downstream edge
- Improved downstream stator
secondary flows
- Reduced leakage fraction
Chamfered downstream cavity corner
(+0.60) (+0.75)
- Further reduction in corner separation
- Improved downstream stator
secondary flows

89.42%) for the datum configuration (Geometry A). However, the
same change in the radial clearance from 0.75 mm to 1.0 mm
only caused a drop in efficiency of 0.27% (90.44-90.17%) for the
optimized shroud geometry (Geometry E).

This section analyzes the influence of the final shroud geometri-
cal modification (Geometry E) on the main annulus aerodynamics
in the case with a 1.0 mm seal clearance. Figure 25 compares

(a) Geometry A (Daturh)jl (b)

Geometry E

Fig. 25 Entropy function downstream of the rotor for the (a)
datum and (b) optimized shroud geometry (cFp)
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Fig. 26 Absolute yaw angle downstream of the exit cavity in
the case with (a) datum and (b) optimized cavity (cFp)

entropy function contours downstream of the rotor for the datum
and optimised shroud geometry (E). It is evident that the mini-
mized inlet cavity (Geometry E) reduced the casing loss core sig-
nificantly. This demonstrates that in the case of the properly de-
signed inlet cavity geometry, together with the inlet boundary
layer removal by the action of the leakage flow, the flow field in
the rotor blade row can be significantly improved. Figure 26
shows the spanwise distribution of the absolute yaw angle down-
stream of the exit cavity. The mixing process in the cavity and
reduced leakage fraction reduced the difference in swirl velocity
between the leakage and the mainstream flow in the case of the
optimized geometry (E) compared with the datum shroud configu-
ration. This effect, together with eliminating the region of sepa-
rated flow by introducing the radial deflector and the cavity end-
wall chamfering, favorably influenced the development of casing
secondary flows in the downstream stator. This is shown using
entropy function contours downstream of the stator (Fig. 27). The
optimized shroud geometry (E) reduced the strength of the loss
core close to the casing compared with the datum geometry.

Although each shroud geometrical modification separately does
not necessarily have a substantial effect on the main flow field,
when all are combined, it is possible to achieve a significant im-
provement in turbine performance.

The limitations in the rig design did not allow this configuration
to be tested experimentally without significant reconstruction of
the model turbine. However, the achieved agreement between the
experimental and numerical results demonstrated in both parts of
this study, indicates that the numerical results presented in this
study can be treated with a high level of confidence.

Conclusions

The geometrical modifications investigated demonstrated that it
is possible to reduce aerodynamic losses associated with shroud

(é) Geometry A (Datum) (b‘)r 'GeometryE

Fig. 27 Entropy function downstream of the stator for the (a)
datum and (b) optimised shroud geometry (crFp)
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leakage flow by controlling the interaction between the leakage
and the mainstream flow in the exit shroud cavity.

In the case of the profiled cavity downstream end wall, it was
shown that reducing the leakage jet radial velocity reduced flow
separation at the cavity downstream corner and associated mixing
losses, and consequently reduced the secondary flows in the
downstream stator. The main limitation of the approach is that it
limits the allowable rotor axial movement relative to the casing.

The main idea of the axial deflector concept was to deflect the
leakage jet from the downstream end wall and to shift the position
of leakage flow reentry region further upstream. This improved
the flow in the downstream stator. The inclined axial deflector was
also shown to be effective in minimizing the main passage fluid
ingress into the cavity. The effectiveness of this concept was di-
rectly proportional with the axial deflector length. Although the
axial deflector minimizes the available rotor axial movement, this
concept could be considered for application in industrial practice.
The axial deflector can be mounted using the same technology
developed for radial fins above the shroud. In the case of rubbing,
they can be easily replaced if they are damaged or removed, and
the overall turbine reliability would not be affected.

The radial deflector concept combined the positive effects of
the profiled end wall and axial deflector concepts and demon-
strated to be a very effective flow control device. It reduced the
leakage fraction and also redirected the leakage jet towards the
cavity center and reduced the jet’s radial velocity at the reentry
plane. The position of the leakage reentry was also shifted more
upstream. The results highlighted that the concept was effective
for a wide range of radial deflector positions relative to the shroud
edge. This concept also does not restrict the rotor axial movement
and can be easily incorporated into the current turbine design
process and therefore represents a promising strategy for shroud
leakage flow control.

Using the understanding gained during this project about the
interaction between the main passage flow and both the leakage
and cavity flows, the datum shroud geometry of an industrial HP
steam turbine was optimized resulting in a performance improve-
ment of 0.75%. The effectiveness of the optimized shroud geom-
etry increased with increasing leakage fraction. This is important
in the sense of long-term seal deterioration that is likely to occur
in turbines during operation.
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Nomenclature
¢, = specific heat at p=const
m = mass flow rate
po = total pressure
Po.in» Poex = turbine inlet pressure and exit
total pressure
Ty, = turbine inlet total temperature

041002-10 / Vol. 130, OCTOBER 2008

Ty, = torque
y = specific heat ratio
7, = turbine brake efficiency

3D = three dimensional
HP = high pressure
LE, TE = leading edge and trailing edge
PS, SS = pressure side and suction side
Cro=P0,in—Po/Po.in—Poex = total pressure coefficient
M = qub/mcpTO,in[l_(pO,ex/
pO,in)(yil)/y]
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Effects of Hole Arrangements on
Local Heat/Mass Transfer for
Impingement/Effusion Cooling
With Small Hole Spacing

The present study investigates the local heat (mass) transfer characteristics of flow
through perforated plates. Two parallel perforated plates were placed, relative to each
other, in either staggered, in line, or shifted in one direction. Hole length to diameter
ratio of 1.5, hole pitch to diameter ratio of 3.0, and distance between the perforated
plates of 1-3 hole diameters are used at hole Reynolds numbers of 3000 to 14,000. For
flows through the staggered layers and the layers shifted in one direction, the mass
transfer rates on the surface of the effusion plate increase approximately 50% from
impingement cooling alone and are about three to four times that with effusion cooling
alone (single layer). The high transfer rate is induced by strong secondary vortices
Jformed between two adjacent impinging jets and flow transition so that heat/mass trans-
fer coefficient in the midway region is as high as stagnation heat/mass transfer coeffi-
cient. The mass transfer coefficient for the in-line arrangement is approximately 100%
higher on the target surface than that of the single layer case. In overall, the staggered
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hole arrangement shows better performance than other cases.
[DOI: 10.1115/1.2812325]

1 Introduction

The thermal efficiency and the specific power of the gas turbine
systems depend strongly on turbine inlet temperature. The inlet
temperature is limited by the potential structural failure of the
engine components mainly attributable to high temperature. Wall
temperature can be reduced by various cooling techniques includ-
ing transpiration and film cooling and internal jet impingement
cooling.

The transpiration (porous) wall materials can produce near-
uniform heat/mass transfer rates on their surface with flow
through the plate. These characteristics are desirable to protect the
surface in components of high-performance gas turbine engines.
However, transpiration materials are prone to be partially or to-
tally clogged by internal oxidation and particles, and are structur-
ally weak. To alleviate clogging and improve the strength of the
transpiration material in combustor walls, laminated plates with
perforations have been developed.

Impingement/effusion cooling technique is one of the cooling
methods using two perforated plates, that is, injection and effusion
plates. With impingement/effusion cooling, the jet flow after im-
pingement is discharged through the vent (effusion) hole on the
effusion plate and makes a cooling film on the outer surface of the
effusion plate. In addition, accelerating flow (sink flow) on the
inner surface of the effusion plate creates a thin boundary layer
and helps prevent the reentrainment of the spent air. The higher
heat transfer rate is attributed to both effects.

Although the research on single/array jet impingement has been
performed for the past few decades and reviewed extensively by
many researchers [1-4], most studies on the impingement/
effusion cooling have been conducted since the 1990s.

Hollwarth and Dagan [5] measured average heat transfer rates
for flow through two perforated plates in staggered and in-line
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arrangements. Jet Reynolds numbers ranged from Re;=3000 to
35,000, the jet hole spacing was 5-20 times hole diameter, and the
gap distance was equal to the hole diameter or the hole spacing.
The two layers with staggered arrangement yielded 20-35%
higher heat transfer rates than that of impingement cooling alone.
In-line arrays had significantly lower heat transfer rates, especially
at small gap distances. Hollwarth et al. [6] continued their work
measuring local heat transfer along two symmetry lines and pro-
viding flow visualization using helium bubbles. They showed a
strong recirculation of spent fluid between neighboring jets for
impingement alone, but the recirculation is greatly suppressed
with the staggered arrays of impingement/effusion flow due to a
suction effect.

Andrews et al. [7] and Al Dabagh et al. [8] measured average
heat transfer rates with impingement/effusion cooling of two
plates with a staggered arrangement. The hole spacing was the
same in the two plates, but different hole sizes were used. Jet
Reynolds numbers ranged from 2000 to 20,000, the jet hole spac-
ing was 1.8-11 times hole diameter, and the gap distance was
0.5-6.1 times hole diameter. The heat transfer rates for the
impingement/effusion cooling were 45% and 30% higher on the
second plate than that for impingement cooling alone. However,
they did not measure local distributions of heat transfer rates,
which are important to design and analysis of heat transfer for
flow through laminates.

In recent years, a few studies focusing on both local and aver-
age heat transfer characteristics for impingement/effusion cooling
have been performed. Funazaki et al. [9] studied the heat transfer
characteristics for the impingement/effusion cooling with pin fins
of staggered arrangement using Thermochromic Liquid Crystal
(TLC) technique, and reported that high heat transfer is generated
not only on the target plate but also on the surfaces of the pins,
and high cooling performance can be obtained with less cooling
air consumption.

Cho and Rhee [10] and Rhee et al. [11] investigated the local
heat/mass transfer characteristics on the inner surface of effusion
plate for the impingement/effusion cooling with a large hole spac-
ing of P/d=6.0. They conducted experiments for two different
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Schematic view of experimental apparatus and test section: (a) experi-

mental apparatus and (b) test section for the staggered hole arrangement

hole arrangements with various gap distances and reported that
the cooling performance is enhanced with the small gap distance,
and the hole arrangement between injection and effusion plates is
very important to obtain a high and uniform transfer on the effu-
sion plate. However, the region between two adjacent impinging
jets has low heat/mass transfer coefficient due to weak interaction
of the wall jets with larger hole spacing.

In general, for smaller gap spacing, there is a transition region
to turbulent flow of the wall jet radially 1.5d from the stagnation
point on the target plate and this flow transition causes heat trans-
fer enhancement. Therefore, different heat transfer patterns are
expected in the region between the adjacent impinging jets (mid-
way region) with smaller hole spacing because the wall jet inter-
action and the flow transition affect heat transfer on the target
plate at the same time.

However, when the spacing is small, the heat transfer charac-
teristics are thought to be different from those for impingement
with relatively large hole spacing because the effects of jet inter-
action will increase. The present study, therefore, focused on the
effects of hole arrangements, gap distance, and Reynolds number
on local heat/mass transfer characteristics on the effusion plate
with a small hole spacing of P/d=3.0. The comparisons with the
case of large hole spacing (P/d=6.0) were also presented. A naph-
thalene sublimation technique is used to measure detailed mass
transfer coefficients on the effusion plate because not only the
overall heat transfer coefficient is required but also the local varia-
tion to improve efficiency and prevent hot spots [12].

The numerical calculations using a commercial code (FLUENT
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6.1) are also performed to analyze flow and heat/mass transfer
characteristics in detail.

2 Experimental Apparatus and Procedure

2.1 Experimental Apparatus. The experimental apparatus is
shown schematically in Fig. 1(a). To simulate impingement/
effusion cooling, two parallel perforated plates are used. Room air
drawn into a settling baffle passes through the perforated plates
(injection and effusion plates) into the plenum chamber, through
an orifice flow meter and a blower, and then is discharged outside
the building. To ensure the uniform flow condition in the chamber,
the settling baffle is installed in the plenum chamber.

Figure 1(b) shows the schematic view of effusion plate with
staggered hole arrangement. Each plate has a square array of holes
of which diameter is 25.4 mm. The hole-to-hole spacing is three
times of hole diameter (P/d=3.0), and the thickness of each plate
(i.e., hole length) is 1.5d (¢/d=1.5). Three different gaps between
the two plates are used: 25.4 mm (1d), 50.8 mm (2d), and
76.2 mm (3d) in height.

The center of effusion hole is set to be the origin of coordinate,
and R and 6 mean the radial direction and angle with respect to
the origin, as shown in Fig. 2. To measure the local heat/mass
transfer coefficients, a naphthalene coated test plate is installed at
the center of the effusion plate. The measurement domain covers
the area of —2.0<x/d<2.0 and -2.0<z/d<2.0 (indicated as a
gray square box in Fig. 1(b)).

To investigate the effects of hole arrangement, three different
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arrangements are investigated with the two perforated plates; (1)
staggered, (2) shifted in one direction, and (3) in-line hole pat-
terns, and each hole arrangement is presented in Fig. 2. For the
staggered arrangement, the impinging jets from the first plate are
centered between effusion holes on the second plate. For the
shifted hole arrangement, the first plate is offset a half pitch (1.5d)
in one direction. In the in-line arrangement, the projected position
of the injection hole is identical to the effusion hole position. To
enable to obtain various hole arrangements, effusion plate has 49
(7% 7) holes and injection plate has 64 (8 X 8) holes to change the
hole arrangement by shifting injection plate.

2.2 Data Reduction. In order to obtain local mass transfer
coefficients, the profile of the naphthalene surface is measured on
the measurement tables before and after each test run. The mea-
surement systems consist of a depth gauge, a linear signal condi-
tioner, a digital multimeter, stepping motor driven positioners, a
motor controller, and a microcomputer. The details of measure-
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ment system and procedure are described in Ref. [12].
The local mass transfer coefficient is defined as

m pAy/At
hy, = = (1)
pv,w - pv,x pu,w
since p, »=0 in the present study. The Sherwood number can be
expressed as

Sh= hmd/Dnaph (2)

Dyaph 1s determined from a correlation recommended by Gold-
stein and Cho [13]. During the experiment, extraneous sublima-
tion losses by natural convection are corrected from the total sub-
limation rate based on a natural convection rate and the
measurement duration.

Uncertainty of the Sherwood numbers using the method of
Kline and McClintock [14] is within *=7.1% for the entire oper-
ating range of the measurement based on a 95% confidence inter-
val.

3 Numerical Simulation

In the present study, the numerical simulations have been per-
formed to understand the flow patterns for the impingement/
effusion cooling with three hole arrangements at Re,=13,500 and
H/d=1.0. To calculate flow fields, FLUENT 6.1 is used and compu-
tation domain grids are created using GAMBIT solid modeling.

The computation domain has an inlet region with plenum
chamber on injection plate, injection and effusion plates with
holes, gap between plates, and outflow chamber, which model the
test section of experiments. The symmetry boundary conditions
are imposed on sidewalls to reduce grid size and calculation time.
Uniform flow condition is imposed on the inlet plane. The veloc-
ity at the inlet plane is set to be 0.71 m/s, which corresponds to
Re, of 13,500. The turbulence intensity and static temperature are
10% and 300 K, respectively. To solve the heat transfer, the tem-
perature of effusion surface is set to be 350 K while other wall
boundaries are set to be adiabatic for all the tested cases.

Different grids with 300,000 to 1.5X 10° cells are tested to
verity the grid independence of the solution, and the results for the
grid with about 1X 10 cells are presented in the present study.
The steady solutions for turbulent flow field in the impingement/
effusion cooling are calculated using a RNG k-& model with en-
hanced wall treatment (two layer model), which is served in FLU-
ENT 6.1, for the near wall region [15]. As suggested, the mesh near
the wall is resolved to y* values less than 4. The convergence of
residuals for continuity, momentum, k, and ¢ is resolved to levels
of 1073 for all entities and energy equation is set to be a level of
107",

4 Results and Discussion

4.1 Flow Characteristics. Figure 3 shows the velocity vector
plots on the injection and effusion planes for the staggered hole
arrangement at H/d=1.0 and Re;=13,500. On the injection plane
(Fig. 3(a)), a strong upward flow is generated in the midway
(z/d=0.0) due to the interaction between the adjacent wall jets,
and then a large-scale vortex (primary vortex) is formed. At the
effusion plane (Fig. 3(b)), the upward flow is dominant because of
the interaction of wall jets. Near the effusion holes, the flow is
accelerated and drawn into the effusion holes.

When the flow patterns on the injection planes are compared
with flow field for the case with a large hole spacing of P/d
=6.0 [10], the difference caused by changing hole spacing is
clearly shown. The upward flow is stronger and the center of the
primary vortex is more lifted from the effusion surface and closer
to the impinging jet for the smaller hole spacing. For example, the
center of primary vortex is at z/d=0.6—0.7 and y/d=0.7 while its
center is at y/d=0.5 with the large hole spacing. This is due to
the difference of strength of wall jets in the midway region. At the
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effusion plane, the overall flow patterns are similar.

Figure 4 shows the contour plot of turbulence kinetic energy on
the injection plane for the staggered arrangement at H/d=1.0 and
Re,;=13,500. The value is very low at the center of the impinging
jet with its undeveloped uniform flow velocity, and relatively high
turbulent kinetic energy is observed at the shear layer and wall jet
region as expected.

Remarkable increase of turbulent kinetic energy is found in the
midway region (z/d=0.0) because of the interaction of the wall
jets inducing secondary vortices in the midway. Another possible
reason is the flow transition to turbulence and/or rolling vortices
with the small gap distance, which are typical patterns in single jet
impingement with the small gap. Highly disturbed flow moves
upward and then high values of turbulent kinetic energy are ob-
served on the upper plate (injection plate) due to the flow im-
pingement effect as shown in the vector plot. The region of low
turbulent kinetic energy is coincident with the center position of
primary vortex.

Figure 5 shows the velocity vector plots for the shifted hole
arrangement at H/d=1.0 and Re;=13,500. At the injection plane,
like the staggered arrangement, the wall jets collide in the midway
region generating the upward flow and large flow recirculation.
However, the center of large recirculation is more shifted toward
the midway region than the staggered case. The reason is that a
certain amount of wall jet flowing toward the z direction is dis-

plane

(b) Effusion plane (x/d=0.0)

Fig. 5 Vector plots on the injection and effusion planes for shifted arrangement at H/d=1.0
and Re;=13,500: (a) injection plane (x/d=1.5) and (b) effusion plane (x/d=0.0)
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charged and consequently the amount of flow on this plane is
reduced. This results in weaker interaction of flow and lower heat/
mass transfer rate in the midway region. At the effusion plane, a
very complex flow pattern is shown since the upward flow due to
the interaction of wall jets and a sink flow through the effusion
hole are generated simultaneously. From the flow patterns at the
effusion plane, it is expected that heat transfer around the effusion
hole will increase due to the interaction of wall jets and flow
acceleration.

For the in-line hole arrangement, which is not presented in the
manuscript, since most of the impinging jet is discharged through
the effusion hole directly, a weak flow recirculation is generated
between two plates. The jet flow through the injection hole be-
comes diffused as the flow moves; hence, the flow disturbance
around the edge of the effusion hole is observed. This flow dis-
turbance causes high turbulence intensity and consequently high
heat transfer at that region.

4.2 Local Heat/Mass Transfer Characteristics

4.2.1 Staggered Hole Arrangement. Effects of Gap Distance.
Figure 6 shows the contour plots of Sh for the staggered arrange-
ment with various gap distances at Re,;=13,500. The dotted
circles represent the position of the injection holes projected on
the effusion plate and the half circle is the effusion hole with the
aluminum rim between two circles. Since each case shows good
symmetry, Sh values on a half of measurement domain are
presented.

The distributions of Sh are similar in the overall region for all
the tested gap distances. Sh distributions at the stagnation regions
are uniform and then Sh decreases with developing boundary
layer of the wall jets as the wall jet spreads. In the midway re-
gions, the local peaks exist at the midline of two adjacent jets
(z/d=0.0 or along x/d=0.0 line) due to the interaction of the wall
jets and elevated turbulence intensity.

Since the flow in the midway region is drawn to the effusion
hole and accelerated, high heat/mass transfer regions are formed
along the midway line (z/d=0.0 and x/d=0.0). In addition, high
heat/mass transfer coefficients are formed around the effusion
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hole due to the flow acceleration with sink flow. This trend is
observed for all the examined gap distances, while the heat/mass
transfer enhanced region for H/d=1.0 is slightly larger than those
for other cases.

Local Sh distributions for the staggered arrangement at Re,
=13,500 and H/d=2.0 are represented in Fig. 7. In the graph, the
value of “0” means the position of effusion hole. Sh for the single
layer with an array of holes is also plotted. The single layer means
the situation that only the effusion plate is installed without the
injection plate and this represents the conventional film cooling.
As easily expected, Sh on the target surface for the staggered
arrangement is much higher than that for the single layer (effusion
only).

Along the stagnation line (x/d=1.5), the uniform distributions
of Sh are formed at the stagnation regions (z/d= *1.5) and the
values decrease as flow moves toward the midway (z/d=0.0). The
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Fig. 7 Local Sh for staggered arrangement on the effusion
surface at Re;=13,500 and H/d=2.0
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staggered hole arrangement with H/d=2.0 at different Rey-
nolds numbers

minimum Sh values are formed at z/d= * 0.4 and the highest Sh
values are formed along the midway region. The magnitude of the
peaks in the midway region is almost constant along the midway
line (maintained within 10% difference) because of the flow ac-
celeration as mentioned above.

It is noted that these peak values are about 30% higher than
those at the stagnation points. There are two possible reasons for
these high values along the midway. One reason is the strong
interaction of wall jets with small hole spacing. This induces
strong secondary vortices and increases local turbulence intensity
in the midway region. The other reason is related to the heat
transfer characteristics of the jet impingement with small gap be-
tween the nozzle and the target plates. For the jet impingement
with small gaps, the additional peak values formed at r/d=1.5
are due to flow transition to turbulent flow of wall jets and/or the
vortex near the target surface related to a main rolling vortex
[16,17]. In the present study, the midway region (1.5d apart from
the stagnation points; along z/d=0.0 or x/d=0.0) is coincident
with the position of additional peaks for the jet impingement with
small gaps (r/d=1.5). Therefore, these two flow characteristics
(i.e., strong interaction of the wall jets and flow transition) interact
each other and cause higher heat/mass transfer in the midway
region.

When the local distributions of Sh along the stagnation lines are
compared with those for larger hole spacing (P/d=6.0), the heat
transfer for the small hole spacing is much higher in the midway
region. Figure 8 shows the local Sh distributions for the case with
different hole spacings at H/d=2.0. The distributions of Sh in the
stagnation regions are consistent for both cases at each Reynolds
number. As to be expected, the heat/mass transfer at the stagnation
region is hardly affected by the injection hole spacing. As the wall
jet spreads on the target surface (effusion plate), the difference in
the local distributions arises. For the cases with large hole spac-
ing, the flat distributions are formed around x'/d=1.5 due to flow
transition [10] and then the peak values are observed in the mid-
way. However, the level of the peak values in the midway is only
50-60% of that at the stagnation point for the cases of large hole
spacing while the Sh values are even 30% higher than those at the
stagnation points for the cases of small hole spacing. This is
mainly due to the difference of the flow interaction of the wall jets
between the cases of different hole spacings.

Figure 9 shows the local distributions of Sh along x/d=1.5 and
0.6 for the staggered hole arrangement with various gap distances
at Re,;=13,500. Along x/d=1.5, as shown in Fig. 8, the overall
distributions and levels are similar for all cases. However, a close
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Fig. 9 Comparison of Sh on the effusion surface for different
gap distances at Re,=13,500

examination reveals that the Sh values for H/d=1.0 and 2.0 are
the same with an indent at the center (z/d= = 1.5) of the stagna-
tion regions while Sh for H/d=3.0 is slightly higher than those for
other cases. This is because the turbulence intensity of impinging
flow increases with larger gap distance. In the midway region, on
the contrary, the cases of H/d=2.0 and 3.0 have almost the same
Sh distributions while the level of Sh values for H/d=1.0 is
slightly lower, and high heat/mass transfer region is somewhat
wider than those for other cases. These patterns are also shown
along x/d=0.6 (Fig. 9(b)). Especially, in the midway region, high
heat/mass transfer region is expanded up to z/d=*=0.8 for H/d
=1.0. However, the enhanced regions are confined to —-0.4<z/d
<0.4 for H/d=2.0 and 3.0.

Effects of Reynolds number. In Fig. 10, local Sh distributions
along x/d=1.5 are presented for the staggered hole arrangement
with various Reynolds numbers at H/d=2.0. Since the stagnation
Nusselt number is proportional to Re®3? for simple nozzle geom-
etry at the gap distance of 2d as reported by Lee and Lee [16], the
results normalized by Re®3? are also presented. The left graph
represents Sh distributions and the right one shows normalized Sh
distributions. As clearly shown in the left graph of Fig. 13, the
levels of Sh increase continuously with Reynolds numbers and the
patterns are similar for all Re,.

When the normalized values are compared, some interesting
features with the Reynolds number are found in the midway re-
gion. The values around the stagnation point are fairly identical as
suggested by Ref. [16]; however, some discrepancies between the
normalized values around the midway region are observed, that is
to say, the values at the lower Reynolds numbers (Re;< 5070) are
about 20% lower than the values at the higher Reynolds numbers
(Re;=8090). In addition, the position of the lowest values is
x/d=0.25 for lower Reynolds numbers, while it is x/d=0.35 for
the higher Reynolds numbers. This means that the Reynolds num-
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ber affects the heat/mass transfer in the midway region in a dif-
ferent way from the stagnation region, and these are possibly due
to the difference in the strength and the interaction of the wall jets.

4.2.2  Shifted Hole Arrangement. Figure 11 presents the con-
tour plots of the Sherwood numbers for the shifted hole arrange-
ment with various gap distances at Re,;=13,500. For the small gap
distances of H/d<2.0, the distributions of Sh on the effusion
surface are very complex and asymmetric unlike the staggered
arrangement. The major reason is as follows: The wall jets interact
in the midway region, and vortices are generated by a similar
mechanism as with the staggered hole arrangement. Since the
lines of symmetry (z/d= = 1.5) separate rows of holes, one could
expect that two merged vortices are split along these midlines of
the rows. The vortex pair would divide and then move into the
two adjacent effusion holes. However, the vortex pair chooses one
effluent escape between adjacent effusion holes by means of a
small perturbation, due to the difficulty of separating the merged
vortices. Therefore, in the contour plots, the shifted enhanced re-
gion is caused by the merged vortices flow direction. Conse-
quently, the next region from the neighboring rows shifts in the
same direction due to pressure difference of neighboring wall jets.
The shift does not influence shifts along the row, only from row to
row. Note that the shift direction of vortices is arbitrary upward or
downward and the information of the shift vortices is transferred
only to the next row (in the vertical direction). At the next column
of impinging the jet, the shift direction of secondary vortices will
be arbitrary but not affected by neighboring columns. Therefore,
there are two possible vortex patterns.

Cho and Rhee [10] reported that low transfer regions are
formed in the region between the effusion holes for the shifted
hole arrangement with large hole spacing due to the low flow
momentum and the weak effects of the wall jets. This trend is also
observed although the hole spacing in the present study is half of
that. However, the low transfer regions are shifted in one direction
due to these asymmetric flow patterns (for example, for H/d
=1.0, low transfer regions are formed at z/d=1.0 in the right side
of the effusion hole (x/d>0) but formed at z/d=-1.0 in the
other side). For the higher gap distance of H/d=3.0, the distribu-
tion of Sh is fairly symmetric and the low heat/mass transfer co-
efficients upward and downward regions of effusion hole are ob-
served clearly.

Local distributions of Sh at H/d=2.0 and Re,;=13,500 are pre-
sented in Fig. 12. As mentioned above, the distributions are some-
what asymmetric. For example, at x/d=1.5, the positions of ad-
ditional peaks are about 0.2d shifted toward the +z direction while
Sh in the stagnation region shows symmetric distribution. Also,
the valleys which represent low heat/mass transfer are shifted in
one direction, i.e., these are found around z/d=-1.0 and 1.25.
Note that the highest Sh values are formed near the effusion holes
at x/d=0.0 due to the combined effects of wall jet interaction and
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flow acceleration as mentioned before.

For the case with large hole spacing [10], the overall heat/mass
transfer characteristics are similar to the case with small hole
spacing although the pattern is symmetric. In addition, the second-
ary peaks in the midway regions are much lower, and the regions
of low heat/mass transfer coefficients formed between the effusion
holes in the z direction are larger than those for the cases with the
small hole spacing. As mentioned, this is mainly due to the re-
duced effect of wall jet on those regions with the large hole spac-
ing.

4.2.3 In-Line Hole Arrangement. Figure 13 shows the contour
plot and local distribution of Sh for the in-line arrangement at
Re,;=13,500. The injection holes projected on the effusion plate
are coincident with the effusion hole with the aluminum rim be-
tween two circles.

The level of Sh is much lower than that for the staggered or the
shifted hole arrangements. Most of the impinging jet is discharged
directly through the effusion holes due to its geometric feature.
Therefore, the highest values are formed around the effusion hole
because of the flow disturbance and then Sh decreases monoto-
nously as R/d increases. Weak enhancement of heat/mass transfer
is observed in the midway regions (along x/d=1.5 or z/d
==+ 1.5). However, the level of these peaks is less than 50% of
that for other hole arrangements because the amount of wall jet
flow is small.

In the left figure of Fig. 13, the local distributions of Sh at
z/d=0.0 for the in-line hole arrangement with various gap dis-
tances at Re=13,500 are presented. As the gap distance increases,
the jet flow become diffused more in the radial direction and then
the amount of wall jet affecting heat/mass transfer on the effusion
plate increases. Therefore, the Sh values increase with the gap
distance, especially in the middle region (R/d=1.5).

4.3 Comparison of Local Heat/Mass Transfer. Figure 14
presents the comparison of local Sh at x/d=1.5 and 0.6 for the
three hole arrangements at H/d=2.0 and Re;=13,500. At x/d
=1.5, the levels of Sh for the staggered and the shifted cases are
much higher than the other two cases, and the distributions match
quite well if the data of one case (staggered or shifted case) are
shifted by 1.5d in the z direction, e.g., the stagnation region of
uniform Sh distributions, valleys, and additional peaks in the mid-
way region. However, some differences are found. When Sh val-
ues at the stagnation points are compared, the value for the stag-
gered arrangement is about 6% lower than that for the shifted
arrangement possibly because of the increased effects of flow re-
entrainment with a larger amount of the wall jets between the
plates, although the difference is within experimental uncertainty.
In addition, the peak values in the midway for the staggered ar-
rangement are about 12% higher than those for the shifted while
the shifted arrangement has higher Sh at the valleys (z/d

OCTOBER 2008, Vol. 130 / 041003-7

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-2.R -1.8 e.e 1.0 2
x/d
(@) H/d=1.0
2 62.3 -1.8 2.8 1.@ 2.32 &
Rl 1 3T T J \ L ] =
— —

(6) H/d=3.0

Fig. 11 Contour plots of Sh on the effusion surface for shifted
arrangement at Re,=13,500: (a) H/d=1.0, (b) H/d=2.0, and (c)
H/d=3.0

041003-8 / Vol. 130, OCTOBER 2008

—e— x/d=0.0
300 —————————— —0— x/d=0.6
[ —e— x/d=15
250 .
—o— single layer
200 A ; I '
u A»“&&M»#
150 o\l W Qo 0. ~
K= /Q O O,
» Og¥sCeos” S
S
100 [t
) S S ) : ; 4
.<><><><><f><><><><><_><><><><>t°°° Oofoooo@oooo{mooo.
0 i i i i ]
20 5 40 05 00 05 10 15 20
z/d

Fig. 12 Local Sh on the effusion surface for shifted arrange-
ment at H/d=2.0 and Re,=13,500

= * 1.25). The reason is that, for the shifted arrangement, a larger
amount of the wall jets is discharged before spreading toward the
radial direction and then the effects of wall jet on heat/mass trans-
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Fig. 13 Contour and local plots of Sh on the effusion surface
for in-line arrangement at Re,=13,500 (H/d=1.0 for contour
plot)
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Fig. 14 Comparison of Sh on the effusion surface for various
hole arrangements at H/d=2.0 and Re,=13,500: (a) x/d=1.5
and (b) x/d=0.6

fer in the midway region are weakened as shown in numerical
results.

At x/d=0.6 (Fig. 14(b)), the in-line arrangement has the highest
Sh at z/d=0.0 because the impinging jet flow affects heat/mass
transfer at this region directly. However, the staggered and the
shifted arrangements have uniform distributions in the overall re-
gion.

4.4 Average Heat/Mass Transfer. Overall averaged Sh val-
ues for three hole arrangements at H/d=2.0 are presented in Fig.
15. The staggered and the shifted hole arrangements have about
70% higher average heat/mass transfer coefficients than the in-line
hole arrangement. This is mainly due to direct impingement on the
effusion surface and the secondary peaks in the midway region as
shown in the local Sh distributions. Between two arrangements,
the shifted arrangement has slightly lower values in the tested
range of Reynolds number mainly due to the larger regions of low
heat/mass transfer between the effusion holes although the differ-
ence of averaged value between two arrangements is within the
experimental uncertainty (about 2-3%). On the contrary, for the
case with large hole-to-hole spacing, the shifted array has 10%
lower value than the staggered array as reported by Cho and Rhee
[10]. The reason is that great enhancement of heat/mass transfer in
the midway region compensates the reduction of heat/mass trans-
fer between the effusion holes for the shifted array at the small
hole spacing. Also, it means that the effects of hole arrangement
on average heat/mass transfer become weaker as the hole spacing
decreases.

For Re, ranged between 3000 and 13,500, the overall averaged
Sh value on the effusion plate for each hole arrangement is fitted
as follows.

For the staggered hole arrangement,
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Fig. 15 Area-averaged Sh for impingement/effusion cooling
with various hole arrangements at H/d=2.0

Sh=0.253 Re," 3)

For the shifted hole arrangement,

Sh=0.213Re, )

For the in-line hole arrangement,

Sh=0.254 Re,*! (5)

For the staggered and the shifted arrangements, the overall av-
eraged values are proportional to Re®®” or Re%%® although heat/
mass transfer coefficients at the stagnation region are proportional
to Re%2,

4.5 Comparison With Numerical Simulation. Figures 16
and 17 show the contour plots and the comparison of the area-
averaged Sh values of the calculated Nusselt number for each hole
arrangement at H/d=1.0 and Re,;=13,500. In Fig. 17, the experi-
mental data are converted to the Nusselt numbers using the heat
and mass transfer analogy. On the whole, the calculated results are
in quite good agreement qualitatively with the experimental re-
sults as shown in contour plots. However, some discrepancies re-

Nusselt number
4] 15 30 45 €0 75 80

105 120 135 150

(@ :
staggered arrangement shifted arrangement in-line arrangement
Fig. 16 Contour plots of calculated Nusselt number for vari-
ous hole arrangements at H/d=1.0 and Re,;=13,500: (a) stag-
gered arrangement, (b) shifted arrangement, and (c¢) in-line
arrangement
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Re4=13,500

lated to complex flow patterns arise. In area-averaged value, the
difference between experimental and calculated results is less than
1% for staggered arrangement. For the shifted arrangement, the
numerical simulation overpredicted Nusselt number (about 10%
higher than experimental result) while it underpredicted (more
than 15%) for in-line arrangement.

5 Summary

Flow patterns. For the staggered hole arrangement, a large-
scale primary vortex is generated due to strong interaction of the
wall jets in the midway region, and counter-rotating secondary
vortices are also generated between the primary vortices. There-
fore, local flow turbulence in the midway region is enhanced sig-
nificantly and consequently the heat/mass transfer at this region
increases greatly. For the shifted arrangement, the primary vortex
flow pattern is also dominant, but the strength of these flows and
secondary vortices is weaker.

Local Heat/Mass Transfer Characteristics. For the staggered
arrangement, great enhancement of heat/mass transfer is achieved
by jet impingement, flow acceleration into effusion hole, and in-
teraction of wall jets in the midway regions. Especially, the peak
values in the midway region are even higher than those at the
stagnation points mainly due to the small hole spacing with in-
creased effects of the wall jets. As a result, the overall transfer rate
is enhanced greatly. For the shifted arrangement, low transfer re-
gions are formed around the effusion holes and the additional
peaks in the midway region are lower than those for the staggered
arrangement due to its geometry. Also, the asymmetric distribu-
tions are formed due to instability of vortex movement with small
gap distance while there are no asymmetric patterns with the
larger gap distance or larger hole spacing. For the in-line arrange-
ment, the level of Sh is much lower than those of other hole
arrangements since most of the impinging flow is discharged di-
rectly. The calculated results are in quite good agreement qualita-
tively with the experimental results. However, some discrepancies
of values are observed mainly due to the complex flow patterns
related to jet impingement and sink flow.

Average heat/mass transfer. The overall averaged Sh for the
staggered arrangement and the shifted arrangement are approxi-
mately 70-75% higher than that for the in-line arrangement and
3-3.5 times higher than that for the single layer flow (effusion
only). Between the staggered and shifted arrangements, the stag-
gered pattern would give better performance from a viewpoint of
uniformity. For the small hole spacing, unlike the case with the
large hole spacing, the staggered and the shifted hole arrange-
ments have almost the same average values although the shifted

041003-10 / Vol. 130, OCTOBER 2008

case has slightly lower values due to the formation of low transfer
regions.
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Nomenclature
d = hole diameter; d=25.4 mm in the present study
Dyopn = mass diffusion coefficient of naphthalene vapor
in air
H = gap distance between two parallel perforated
plates

h,, = local mass transfer coefficient

m = local naphthalene mass transfer per unit area
and time

P = pitch of array holes

R = radius, distance from hole center

Re, = Reynolds number based on the hole diameter

and the average velocity in the hole

Sc = Schmidt number for naphthalene in air,
v/D naph

Sh = Sherwood number based on the hole diameter

t = thickness of perforated plates (t/Dj,=1.5)

T,, = local wall temperature

x,y,z = distance from the center of an effusion hole
(Fig. 1)
x' = distance from the stagnation point (Fig. 1),
(0.5P-X)/d

Greek Symbols

At = test duration

Ay = naphthalene sublimation depth per unit area
during the experiment

ps = density of solid naphthalene

Py, = naphthalene vapor density at the surface

Py = naphthalene vapor density of the approaching
flow
6 = angle around hole (Fig. 1)
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Periodical Unsteady Flow Within
a Rotor Blade Row of an Axial
Compressor—Part I: Flow Field
at Midspan

In this two-part paper, results of the periodical unsteady flow field within the third rotor
blade row of the four-stage Dresden low-speed research compressor are presented. The
main part of the experimental investigations was performed using laser Doppler an-
emometry. Results of the flow field at several spanwise positions between midspan and
rotor blade tip will be discussed. In addition, time-resolving pressure sensors at midspan
of the rotor blades provide information about the unsteady profile pressure distribution.
In Part I of the paper, the flow field at midspan of the rotor blade row will be discussed.
Different aspects of the blade row interaction process are considered for the design point
and an operating point near the stability limit. The periodical unsteady blade-to-blade
velocity field is dominated by the incoming stator wakes, while the potential effect of the
stator blades is of minor influence. The inherent vortex structures and the negative jet
effect, which is coupled to the wake appearance, are clearly resolved. Furthermore the
time-resolved profile pressure distribution of the rotor blades is discussed. Although the
negative jet effect within the rotor blade passage is very pronounced, the rotor blade
pressure distribution is nearly independent of the convectively propagating chopped sta-
tor wakes. [DOI: 10.1115/1.2812329]

Keywords: axial compressor, laser Doppler anemometer, periodical unsteady flow field,
unsteady profile pressure, rotor-stator interaction, tip clearance vortex, wake, negative jet
effect, wake—tip clearance vortex interaction

1 Introduction

A primary goal of the current compressor design is to increase
the pressure ratio and the efficiency while reducing the number of
blades and stages. This can be achieved by the use of fewer but
more highly loaded compressor blades. One of the challenges of
the present and future compressor designs is to include beneficial
unsteady effects to improve the engine parameters. This requires a
detailed physical understanding of the unsteady flow field and the
resulting effects on the performance and flow stability.

The rotor and stator blades, moving relative to each other, aero-
dynamically interact because of the viscous wakes and the poten-
tial effects of the blades. In addition, the wakes and potential
effects of the blades superimpose with other flow patterns, for
instance, the tip clearance vortices and other secondary flow phe-
nomena. Furthermore, in transonic compressors, the interaction of
shocks and wakes plays an important role. As a result, the flow
field in compressors is highly periodically unsteady and very com-
plex.

The topic blade row interaction has been addressed in a variety
of publications within the past decades. Early analytical studies
into the propagation of wakes through blade rows were performed
by Kemp and Sears [1], Meyer [2], and Lefcort [3]. Further de-
tailed investigations on the wake chopping and the intrablade pas-
sage transport of the chopped wake segments in turbomachines
were done by Kerrebrock and Mikolajczak [4] and Hodson [5].

A simplified schematic of the fundamental wake characteristics
during the propagation of the wakes through a subsequent blade
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row is shown in Fig. 1. If a wake impinges the leading edge of the
downstream blades, it is chopped into two segments (Fig. 1(a)).
During the downstream transport of the wake segments through
the blade passages, they reorient, deform, and decay. The funda-
mental mechanisms determining the wake structure and decay are
the viscous mixing, the inviscid wake stretching, and the negative
jet effect. These effects superimpose to each other in the real flow
field.

The viscous wake mixing tends to a broadening of the wake
segments. Simultaneously, the velocity deficit of the wake de-
creases due to the mixing of the wake with the surrounding free
stream. The inviscid straining of the wake segment (“wake
stretching™) during its transport through the blade channels ap-
pears due to the widening of the compressor blade channels in the
downstream direction. So the wake stretching in compressor blade
rows leads to a faster wake decay in the presence of a downstream
blade row and therefore reduces the viscous mixing losses. This
effect was first described by Smith, Jr. [6] and is commonly de-
noted as “wake recovery.” The investigations of Smith, Jr. [7],
Deregel and Tan [8], and Van Zante et al. [9] pointed out the
beneficial effect of the wake recovery on axial compressor
performance.

Another flow effect, commonly denoted as “negative jet effect,”
comes into being due to the lower momentum of the wake fluid.
This is illustrated in Fig. 1(a) for stator wakes entering the subse-
quent rotor blade passages. Within the stator wakes, the absolute
velocity c, as well as its axial component c,y, is reduced compared
to the free stream velocity. This leads to a reduced relative veloc-
ity w within the wakes and an increased blade incidence if the
stator wakes impinge the rotor blade leading edges.

Due to the different lengths and orientations of the relative
velocity vectors of the wake and the free stream, a slip velocity
appears, which is responsible for the “negative jet” (Fig. 1(a)).
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(b) effect of negative jet on velocity and pressure at a fixed
position near the blade surface

This slip velocity stimulates the low-momentum wake fluid to
move along the wake segment path from the suction side (SS)
through the blade passage toward the pressure side (PS) of the
adjacent rotor blade. Near the SS, high-momentum fluid enters the
chopped wake segment to replace the fluid that has moved across
the passage.

As discussed by Meyer [2], the negative jet effect has an influ-
ence on the unsteady profile velocity and pressure distributions.
Near the PS surface, at the upstream boundary of a wake segment,
a reduction of velocity appears, while the velocity increases just
downstream the wake segment (Fig. 1(a) and 1(b)). Near the SS
surface, the opposite behavior is found. Therefore, at the position
of the wake segment, a local pressure decrease at the PS and an
increase at the SS appear. The time-resolved velocity and pressure
development at a position on the PS and the SS during the passing
of a wake segment is schematically shown in Fig. 1(b). Depending
on the wake properties, the unsteady profile pressure distribution
can strongly be affected by the negative jet effect (Sanders and
Fleeter [10]). This topic will also be addressed in the present
paper. More investigations discussing the negative jet effect are
from Sanders et al. [11], Lehmann [12], and Valkov and Tan [13],
for instance.

The main part of the present paper deals with the results of the
investigation of the periodical unsteady flow field within a rotor
blade row using laser Doppler anemometry. Experiments concern-

041004-2 / Vol. 130, OCTOBER 2008

ing the convection of wakes through blade rows and within the
axial gaps using laser measurement techniques can already be
found from Hathaway et al. [14], Stauter et al. [15], and Lehmann
et al. [16], for instance. Recently, Michon et al. [17] investigated
the phase-averaged flow field within the blade rows of a single-
stage axial compressor using a three-component laser Doppler an-
emometer (LDA). These authors provide a detailed database of
the 3D flow field of the entire compressor stage for off-design
conditions.

Within recent years, the particle-image velocimetry (PIV) has
been demonstrated to be a useful tool for flow field investigations
in turbomachinery. Tisserant and Breugelmann [18] investigated
the rotor blade-to-blade flow field at 85% blade height using a
2D-PIV system in a single-stage compressor. The PIV measure-
ments in this compressor are continued for several other measure-
ment planes by Balzani et al. [19]. Sanders et al. [11] investigated
the flow field of a 1%—stage transonic axial compressor using PIV.
Results of the time-resolved flow field at midspan for both sub-
sonic and transonic flow conditions are discussed by these au-
thors. Wernet et al. [20] performed flow field measurements in the
rotor tip region of the first stage rotor of a four-stage low-speed
compressor. Using a 3D-PIV system, they provided results of the
rotor-phase-locked flow field.

The aim of this two-part paper is to complete the picture of the
different features of blade row interaction in the Dresden low-
speed research compressor (LSRC). Recently, several aspects of
blade row interaction were already discussed for this compressor.
This comprises the investigation of the periodical unsteady bound-
ary layer on the blades, the unsteady profile pressure distributions,
as well as the excited aerodynamic blade forces in several blade
rows (Mailach et al. [21-24]). With the present two-part paper, the
periodical unsteady flow field inside an embedded rotor blade row
will be discussed in detail. The unsteady flow field measurements
were carried out at several spanwise positions between midspan
and near the blade tip of Rotor 3 using a 2D-LDA system. In Part
I, the details of the periodical unsteady flow field at midspan are
discussed. A comparison to the unsteady profile pressure distribu-
tion is drawn. In Part II [25], the flow field near the blade tip is
discussed with special emphasis on the unsteady stator wake-rotor
tip clearance vortex interaction.

2 Experimental Setup

The experiments discussed in this paper were performed in the
Dresden LSRC, which was put into operation in 1995. The com-
pressor consists of four identical stages, which are preceded by an
inlet guide vane row, Fig. 2.

Several bladings were tested within the past years. The results
discussed in this paper are for the reference blading of this com-
pressor with cantilevered stator blades. This blading was devel-
oped on the basis of the profiles of a middle stage of a high-
pressure compressor of a jet engine. More detailed descriptions of
the compressor and selected results of standard measurements for
this reference blading are given by Sauer et al. [26], Miiller et al.
[27], and Boos et al. [28]. Table 1 gives a summary of the main
design parameters.

The flow field measurements discussed in this paper were per-
formed within the third rotor blade row. The rotor tip clearance
ratio amounts to 1.3% of the rotor tip chord length. Results will be
presented for two operating points: the design point (£=1.00) and
an operating point near stability limit with 85% of reduced mass
flow (£=0.85) at design speed ({=1.0). For design speed, the
stability limit is reached at about ¢=0.81.

2.1 Flow Field Investigations With Laser Doppler
Anemometer. The flow field measurements inside the blade pas-
sages of Rotor 3 of the Dresden LSRC were carried out using a
fiber-optic 2D-LDA system. The maximum power of this argon-
ion laser is 10 W. The measurement volume size is 0.06 X 0.06
X 0.63 mm?>. As tracer fluid, a 50% mixture of water and glycer-
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Fig. 2 Sectional drawing of the Dresden LSRC

ine was used. It was atomized using a commercial particle gen-
erator. The mean geometric particle diameter is 0.36 um. The
tracer fluid is locally introduced via probes located in the up-
stream stage. Preliminary tests proved that the interferences
caused by the probes can be neglected.

Table 1 Design parameters of Dresden LSRC (MS, midspan;
DP, design point)

IGV +four identical stages

Reynolds number, rotor inlet, MS, DP 5.7X10°
(related to rotor chord length)
Mach number, rotor inlet, MS, DP 0.22
Design speed 1000 rpm
Mass flow, DP 25.35 kg/s
Mean flow coefficient, DP 0.553
Enthalpy coefficient V;,, DP 0.794
Hub diameter 1260 mm
Hub to tip ratio 0.84
Axial gaps between all blade rows, MS 32 mm
IGV Rotor  Stator
Blade number 51 63 83
Chord length, MS (mm) 80 110 89
Stagger angle, MS (versus
circumference) (deg) 82.8 49.3 64.0
Solidity, MS 0.941 1.597  1.709

Journal of Turbomachinery

A straight quartz glass window of 20 mm width was inserted
into the casing to provide an optimum optical access. The devia-
tions from the casing contour line remain within the tolerance of
the tip clearance width.

Using the LDA system, the axial and the circumferential com-
ponents of the absolute flow velocity ¢, and ¢, were measured
simultaneously. With the known rotor speed, the circumferential
component of the relative velocity w,, the relative velocity w, and
the relative flow angle (8 are calculated.

The position of the rotor blades relative to the measurement
volume of the LDA was determined using a once-per-revolution
signal. The investigations were performed for 14 radial positions
between midspan (MS) and near the rotor blade tip. The radial
positions r are 50.0%, 58.3%, 66.7%, 75.0%, 79.2%, 81.3%,
83.3%, 85.4%, 87.5%, 89.6%, 91.7%, 93.8%, 95.6%, and 97.9%
of the channel height.

The measurement volume was shifted in 18 steps into the axial
direction from the leading edge toward the trailing edge of the
rotor blades for a given radial position. At each axial position,
altogether 40,000 measurement values were acquired. In the post-
processing, the spatial resolution in the circumferential direction
was defined with 25 steps per rotor blade pitch. A minimum of
250 measurement values for each step was accepted for calculat-
ing the mean value; otherwise, the mean value is neglected in the
final results. The uncertainty of these velocity measurements is
below 1% (Lehmann [12]). In Fig. 3, the resulting spatial reso-
lution of the LDA measurements is shown for midspan.

To realize the unsteady effects of the stator blades on the flow
field within the considered rotor blade row, in different measure-
ment campaigns, the stator blade rows of all stages were synchro-
nously traversed into the circumferential direction (Fig. 4). This
shift was done with 20 steps over one stator blade pitch for each
fixed position of the LDA measurement volume. This way, the
wake and potential effects of the stator blades are moved over the
measurement position. (Note that the stator blade numbers in all
stages are equal.)

Using a special sorting algorithm, quasi-time-dependent results
of the flow structure inside the rotor blade passages are generated.
Assuming a periodical flow field in the circumferential direction,
the data are resorted taking the relative position of the rotor and
stator blades concerning the LDA measurement volume as well as
the different pitches of the rotor and stator blade rows into ac-
count. In this way, snapshots of the flow field in adjacent passages
of the rotor blade row for fixed rotor-stator positions are obtained.
When considering the consecutive rotor-stator positions in an ani-
mation, the time-resolved development of the flow field within the
rotor blade row becomes obvious. These movies are included in
the work of Lehmann [12]. A more detailed description of the
measurement setup, the measurement uncertainties, and the data
sorting algorithm is also given there.

At each measurement position, further parameters are calcu-
lated from the measured axial and circumferential absolute veloc-
ity components. With the known rotor speed, the other velocity
components and the flow angles in the absolute and relative
frames are obtained. To resolve furthermore the vortical structures
of the periodical unsteady flow field, two additional parameters
are calculated from the measurement data. The vorticity I', within
the relative frame of reference can be determined with the follow-

ing equation:
1% J l.
r- (L _ ﬂ)Tc W
’ dy  dz/w

while y and z are the coordinates in the circumferential and axial
directions, respectively. The chord length /. and the mean relative
velocity of the incoming flow w; are used to make this parameter
dimensionless. A positive sign of the vorticity indicates a clock-
wise turning of the vortices, a negative sign indicates the opposite
turning direction. Certainly, discrete vortices that appear stochas-
tically or with frequencies that are not related to the passing stator
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blades are not resolvable due to the pointwise measuring LDA and
the data averaging.

Another method to analyze the secondary flow field within the
rotor passages is to calculate the perturbation velocity. In the wake
region, this perturbation velocity is qualitatively comparable to
the slip velocity, which is coupled to the negative jet effect (see
Fig. 1(a)). The slip velocity itself cannot be determined for the
real flow field within a blade row. This is due to the fact that the
free stream velocity is not exactly known, since the flow field is
affected anyway by the periodically appearing influence of the
passing blades at each point of time, even outside the region of the
direct wake and potential effect of the blades. As a compromise, a
perturbation velocity w, will be used, which is defined as the
vector between the time-averaged velocity and the ensemble-
averaged velocity at a given point of the flow field (Fig. 5),

W,=W-W (2)
The ensemble-averaged velocity vector in the relative frame of

reference is mainly influenced by the periodically passing wakes
and the potential effects of the stator blades. In the time-averaged

stepwise moved stator blades (20 steps)

stator 2

u

ax
LDA measurement volume

/ (arbitrary fixed position)

rotor 3

«—
rotor
turning

Fig. 4 Stepwise moved stator blade rows during LDA mea-
surements (reference rotor-stator position: A¢=0)
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results, these effects are averaged out. Hence, the perturbation
velocity is a qualitative measure for the secondary flow field in the
considered measurement plane (here, in the relative frame of ref-
erence).

2.2 Measurement of Unsteady Profile Pressures. As already
discussed in the Introduction, the convectively propagating
chopped stator wake segments can have an influence on the un-
steady profile pressures of the considered rotor blades. This will
be verified with the measured unsteady profile pressure distribu-
tion. A single rotor blade of the third stage was equipped with
time-resolving piezoresistive miniature pressure transducers (Ku-
lite LQ47) to acquire the unsteady profile pressure distribution at
midspan. The sensors are equally distributed along the midspan as
well on the PS and the SS of this blade (Fig. 6). They are posi-
tioned from 10% to 90% chord with steps of 10% chord. To mini-
mize the influence on the flow, the sensors and the wires were
fitted into the blade surfaces. The positions near the leading edge
and the trailing edge could not be equipped with pressure trans-
ducers without disturbing the flow noticeably. In this paper, only
the fluctuating part of the profile pressures will be discussed. A
more detailed description of this pressure measurement setup and
further results for different blade rows are given by Mailach et al.
[23].

3 Flow Field Within the Rotor Blade Row at Midspan

3.1 Periodical Unsteady Flow Field: Reference Rotor-
Stator Position (A ¢@=0), Design Point (£=1.00,{=1.0). In the
following section, the results of the flow field measurements at
midspan for the design point will be discussed. Selected results of
the periodical unsteady flow field are shown in Fig. 7. (For the
time-averaged results, please refer to Lehmann [12] and Mailach
and Vogeler [24].) The selected parameters are the relative flow
velocity, the relative flow angle, the axial velocity component, and

= time-averaged

- = = =pp ensemble-averaged

Fig. 5 Definition of perturbation velocity w,
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Results for the flow field are available for 20 different relative
positions of the stator blades concerning the considered rotor
blade row. A single rotor blade and a stator blade were selected as
reference blades. At the arbitrarily defined reference position, the
trailing edge of this stator blade and the leading edge of this rotor
blade are at the same circumferential position (compare to Fig. 4).
The results in Figs. 7 and 8 refer to this reference rotor-stator
position A¢=0. These pictures can be understood as a view on the
periodical unsteady flow field at an arbitrary fixed point of time.
An exemplary result for a further rotor-stator position, showing
the wake propagation and development during the rotor turning,
will be discussed later in this section.

The stator-rotor blade count ratio is 83:63, this is about 4:3.
Therefore, within every third rotor passage, a nearly identical pe-
riodical unsteady flow field is found. Because of the intersection
of the two laser beams, shadow regions appear near the blade
Fig. 6 Rotor blade equipped with piezoresistive pressure surfaces, where no measurement could be performed. This effect
transducers on PS and SS (view on PS) becomes more dominant for positions toward the hub.

Compared to the time-averaged flow field (not shown), clear
changes due to the stator influence can be observed for all flow
parameters shown in Fig. 7. The dominant influence on the flow

its rms value (Figs. 7(a)-7(d)). Furthermore, the vorticity and the  field within the blade passages are the wakes stemming from the
perturbation velocity distributions are shown in Figs. 7(e) and upstream stator blades. The potential effect of Stator 3 is of minor
7. influence. (This is consistent with the results of the hot-wire mea-
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Fig. 7 Periodical unsteady flow field inside the blade passages of Rotor 3, reference rotor-stator position (A ¢$=0), midspan,
design point (£=1.0, {=1.0)
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Fig. 8 Flow field inside a blade passage of Rotor 3, parameters along midpassage, comparison of
time-resolved result (A ¢=0) and time-averaged values, midspan, design point (extracted from Fig. 7)

surements up- and downstream a rotor blade row from Mailach
and Vogeler [24].) Clear signs of the potential effect of the down-
stream blade rows on the unsteady flow field are not detectable.
This is due to the fact that the blade numbers of the up- and
downstream stator blade rows are identical. Therefore, the phase
shift of the superimposed stator wakes and potential effects re-
mains constant around the circumference.

As expected, the highest value of the relative flow velocity
appears near the blade leading edge and the SS (Fig. 7(a)). A
nearly continuous decrease of the relative velocity can be ob-
served toward the PS of the adjacent blade at constant axial posi-
tions. Following the flow path through the blade passage, a clear
reduction of the relative velocity is reflected by the measurement
results.

The periodical influence of the stator blades on the relative flow
velocity distribution is recognizable (Fig. 7(a)). Due to the differ-
ent rotor and stator blade numbers, differences of the flow field in
the adjacent rotor blade channels can be found. However, the
wake segment positions themselves are not obvious at first view
using this form of representation. They can be identified by local
reductions of the relative flow velocity compared to the mean
value (compare to Fig. 8(a)).

Using other flow parameters, the positions of the wake seg-
ments become evident. In Fig. 7(b), the relative flow angle distri-
bution is shown. The mean relative flow angle (defined versus
circumference) at the rotor blade inlet is about 35 deg. The flow
turning of the rotor blades amounts to about 18 deg. The wakes

041004-6 / Vol. 130, OCTOBER 2008

can be identified by a local reduction of the flow angle. Also, the
reduction of the axial velocity component and the increase of the
rms values clearly indicate the positions of the wake segments
(Figs. 7(c) and 7(d)).

The wakes from Stator 2 are chopped at the rotor blade leading
edge and divided into two segments. The chopped wake segments
propagate independently of each other within the adjacent rotor
blade channels with the free stream velocity. Depending on the
blade geometry and the solidity, several chopped stator wakes can
be found within a single rotor blade passage. For the stator-rotor
blade count of the Dresden LSRC, three to four stator wake seg-
ments (or parts of it) appear within a single rotor blade passage,
depending on the point of time. As an example, the wake seg-
ments in a selected rotor blade passage, stemming from the wakes
of three subsequent passing stator blades, are denoted as A, B, and
C in Fig. 7(c).

The wake segments extend across the whole rotor passage from
the PS toward the SS. Although the flow field close to the blade
surface cannot be resolved, a local effect of the wake segments on
the velocity and pressure distribution on the blade profile can be
expected from these measurement results.

At the given point of time, Wake A is just chopped at the rotor
blade leading edge into two segments. The corresponding segment
does not yet appear in the adjacent rotor blade passage, since it is
still upstream of the measurement region. The corresponding
wake segments of the previous passing stator blade are denoted as
B and D (Fig. 7(c)).
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A reorientation of the wake segment appears since it follows the
flow path inside the rotor passage. However, due to the relatively
low flow turning of the compressor blades, this effect is not as
dominant as in turbine blade rows. The propagation velocity of the
wake segments is determined by the velocity distribution within
the blade passages. For this reason, in the front part of the blades,
the wake segments propagate faster near the SS than near the PS
surface. This is visible for the positions of Wake segments B and
D in Fig. 7(c).

The different aspects of the wake segment development in the
passages—the inviscid wake stretching coupled with the wake
recovery effect and the viscid wake mixing—were discussed in
Sec. 1. These effects cannot be separated in the real flow field,
shown in Fig. 7.

Figure 8 shows the development of selected flow field param-
eters along the midpassage as a part of the data of Fig. 7 (cut
through Wake segments A, B, and C). One can see a clear reduc-
tion of the relative flow velocity w along this flow path (Fig. 8(a)).
The positions of the three wake segments can be identified by a
local decrease of the velocity. As previously discussed, they be-
come more obvious by a local decrease of the axial velocity com-
ponent (Fig. 8(c)). In the downstream direction, the wake decay
can be recognized by the decrease of the wake velocity deficit,
while the width of the consecutive wake segments increases.

Also, the development of the relative flow angle 8 confirms this
trend (Fig. 8(b)). Near the leading edge, the amount of the relative
flow angle within the wake is about 4 deg below the mean relative
flow angle (Wake segment A). Please note that the difference of
the mean relative flow angles between the design point and near
stability limit are in the same order of magnitude. This reveals the
remarkable change of the rotor blade loading if the stator wake
impinges. For the downstream Wake segment B, the difference
between the time-resolved flow angle and the mean flow angle is
reduced to about 2 deg. A local overturning of the flow (larger )
appears just upstream the wake segments, while an underturning
is observed downstream of it. This is due to the induced velocities
at the wake segment boundaries because of the negative jet effect.

The rms value of the axial velocity component also clearly
indicates the wake segment positions and their reducing turbu-
lence when moving through the rotor passage (Fig. 8(d)). The
maximum fluctuations appear upstream of the wake center, which
means in the wake portion stemming from the SS boundary layer
of the passing stator blade.

The results of the vorticity distribution clearly show the posi-
tions of the vortex street, which is attributed to the wake (Fig.
7(e)). The discrete vortices of the von Kdrman vortex street are
not resolvable with the pointwise measuring LDA. However, the
existence of the counter-rotating vortices within the wake seg-
ments can be verified by calculating the vorticity (Eq. (1)). A
positive sign of the vorticity indicates a clockwise turning of the
vortices, a negative sign indicates the opposite turning direction.
The results clearly reflect the existence of the counter-rotating
vortices in the PS and SS branches of the wake as well as within
the chopped wake segments. Due to the wake mixing, the vorticity
is reduced when the wake segments are transported through the
rotor blade passage. Also, with these data the weakening and
broadening of the wake segments during their downstream propa-
gation can be observed.

The calculated perturbation velocity distribution (Eq. (2), Fig.
5) will be used to analyze the secondary flows within the rotor
passage, Fig. 7(f). This parameter is a qualitative measure to the
“slip velocity,” which appears due to the low-momentum fluid
within the wake segments. The latter term is typically used to
describe the velocity deficit of the wake and its effects (compare
to Fig. 1). Figure 7(f) points out that the wake segments are not
orthogonal but inclined to the rotor blade surfaces. Their funda-
mental orientation is determined by the wake orientation in the
absolute frame of reference. This figure shows a very clear picture
of the negative jet effect within the chopped wake segments.

Journal of Turbomachinery

Within these regions, the perturbation velocity vectors are directed
from SS toward the PS of the adjacent blade exactly along the
wake segment direction. The maximum amount of the perturba-
tion velocity can be found there. The broadening of the wake
segments, coupled with a reduction of the slip velocity during its
downstream transport, is obvious.

Due to the negative jet, the free stream flow is sucked into the
wake segment near the SS surface of the blade. Therefore, near
the SS, an increase of the velocity just upstream of the wake
segment appears, while it decreases downstream the wake com-
pared to the flow field without the wake. The induced velocities
near the PS are directed opposite those near the SS. These induced
velocities, appearing near the blade surfaces due to the negative
jet effect, can also be identified in most cases in our results. How-
ever, no measurements could be performed in the regions very
close to the blade surfaces, where the induced velocities are as-
sumed to be more dominant. Large amounts of the induced veloc-
ity can be found if the wake segments are located in the front part
of the rotor blade passage, especially near the SS just upstream the
wake segment.

After the propagation along the wake segment path, the fluid
accumulates near the PS of the adjacent blade. This can lead to a
thickening of the PS boundary layer in blade rows compared to
isolated blades. As a result, the wake segment width is reduced
near the SS and increased near the PS. This can also be observed
in the results in Figs. 7(b)-7(d), most clearly around the midchord
position.

However, only part of the fluid, which is transported along the
wake segment path across the passage, accumulates within the PS
boundary layer. The perturbation velocity distribution indicates
that another part is released and moves back toward the SS in the
area between the wake sections (Fig. 7(f)). This effect can also be
observed in the results of the computational fluid dynamics (CFD)
calculations of Valkov and Tan [13]. In our results, this secondary
flow toward the SS is especially evident just upstream of the wake
segments. Following this, fluid reenters the negative jet near the
SS. This way, a counterclockwise vortex is formed.

Another part of the fluid, which leaves the negative jet at the
PS, has a relative velocity deficit compared to the free stream.
Therefore, it tends to move upstream toward the wake segment
stemming from the next stator blade. Following this, it interacts
with the negative jet due to this subsequent wake segment. As a
result, an additional vortex is formed between the subsequent
wake segments near the PS of the blade. This is visible in Fig.
7(f), for this rotor-stator position depicted most clearly in the right
blade passage. The existence of this vortex is also evident from
the vorticity distribution, shown in Fig. 7(e). In this figure, a re-
gion of positive vorticity indicates this clockwise turning vortex.
(Since the vorticity adherent to this additional vortex is weaker
than that of the wake segments, it is not clearly visible between all
wake segments.) The influence of these vortices is also reflected in
the contours of the flow field, especially in the axial velocity
distribution (Fig. 7(c)). Thus, the effect of the chopped wakes is
not only the negative jet, appearing in the wake segments itself,
but also the forming of additional vortices that transport fluid in
the opposite direction and between subsequent wake segments.
The interaction between the subsequent wake segments is as-
sumed to depend on the wake characteristics and the stator pitch,
which influences the distance between the subsequent wake
segments.

3.2 Time-Resolved Development of the Periodical Un-
steady Flow Field, Design Point (£=1.0,{=1.0). The flow field
is resolved for 20 equidistant steps of the stator in the circumfer-
ential direction covering one stator pitch (compare to Fig. 4).
These figures can be understood as snapshots of the periodical
unsteady flow field when the rotor blades move along the stator. A
selected result of the axial velocity component for a further time
step, where the stator is shifted 25% of the blade pitch to the right,
is shown in Fig. 9. This is in reality equivalent to the rotor turning
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Fig. 9 Periodical unsteady flow field inside the blade passages of Rotor 3,
rotor-stator position A¢=0.25, midspan, design point (£=1.0, {=1.0)

into the opposite direction with the same distance. In this figure,
the shape and the propagation of the chopped stator wake seg-
ments inside the different rotor passages can be realized in com-
parison to Fig. 7(c). In this figure, Wake segments A-D are la-
beled. The development of the stator wake segments within the
rotor passages is already discussed for the reference rotor-stator
position (Fig. 7). The sequence of the subsequent 20 rotor-stator
positions, showing the time-resolved periodical unsteady flow
field in this rotor blade row, is integrated into an animation by
Lehmann [12]. The movies for the different flow parameters are
available on request from the lead author of the present paper.

3.3 Periodical Unsteady Flow Field: Reference Rotor-
Stator Position (A ¢»=0), Operating Point Near Stability Limit
at Design Speed (£=0.85, £=1.0). In Figs. 10(a)-10(f), the flow
field for the reference rotor-stator position for an operating point
near the stability limit is shown (85% of design mass flow at
design speed).

As for the design point, the wake positions become more ap-
parent in the axial velocity component than in the relative velocity
distribution (Figs. 10(a) and 10(c)). Due to the higher loading of
the preceding stator blade row, the SS boundary layer thickness of
the stator blades grows. This leads to an increase of the stator
wake width. Furthermore, the velocity deficit within the wake
increases compared to the design point. As a result, a stronger
wake effect at the inlet of the rotor blade row can be found. The
reduction of the minimum relative flow angle in the wake center
amounts to about 3 deg compared to the design point (estimated
for the wake position at the rotor inlet, midpassage), Fig. 10(b).
This nearly corresponds to the reduction of the mean relative flow
angle of the incoming flow of Rotor 3 for the considered operating
point compared to design conditions.

If a stator wake impinges the leading edge of the rotor blade,
the relative flow angle is reduced further to about 25 deg, while
the mean relative flow angle at the rotor inlet is 32.5 deg. Thus,
the periodical unsteady changes of B are larger than the change of
the mean value of 3 between the design point and stability limit.
This clearly points out the remarkable unsteady changes of the
loading due to the passing wakes.

Furthermore, the incoming wakes are characterized by higher
turbulence levels compared to the design point (Fig. 10(d)).
Therefore, a faster mixing of the wake segments with the main
flow can be observed if they propagate downstream. At the rotor
outlet plane, the wake segments are nearly mixed out.

This faster wake mixing becomes also apparent in the vorticity
and the perturbation velocity distribution (Figs. 10(e) and 10(f)).
Again, in the front part of the rotor blade, the counter-rotating
vortices of the wake segments are obvious in the vorticity distri-
bution. The perturbation velocity distribution gives evidence of

041004-8 / Vol. 130, OCTOBER 2008

the negative jet effect. In the rear half-part of the rotor blade, this
picture becomes more diffuse due to the broadened and flattened
wakes. Here, the vorticity distribution does not provide explicit
information about the wake positions, since the vorticity between
the wake segments is of the same order of magnitude like in the
wake segments themselves. The perturbation velocity, however,
reflects the transport of fluid coupled with the negative jet effect in
this region of the flow field.

4 Unsteady Pressure Distribution of the Rotor Blades
at Midspan

Although the flow field close to the blade surfaces is not re-
solved, an effect of the negative jet on the unsteady profile pres-
sures can be expected from the data discussed in the previous
section. To prove this hypothesis, the unsteady profile pressures of
Rotor 3 at midspan will be discussed in Figs. 11 and 12 for the
two operating points considered so far. (Further results for several
rotor and stator blade rows of the Dresden LSRC are provided by
Mailach et al. [23].)

In general, there are different mechanisms affecting the periodi-
cal unsteady pressure distribution of a considered compressor
blade. These are

— the wakes/chopped wake segments (coupled with the
negative jet effect), propagating convectively along the
blade surfaces

— the change of blade circulation appearing during the wake
impingement

— the effect of the potential flow field of the passing blades

There exists no general rule or correlation on which of these
effects is the dominant one in a particular machine. Anyway, there
are only a few data on time-resolved profile pressure distributions
on compressor blades available in open literature (see literature
survey by Mailach et al. [23]).

Durali and Kerrebrock [29] investigated the unsteady profile
pressures in a single-stage transonic compressor. These authors
conclude that the pressure distribution is substantially determined
by the blade circulation, which is affected by the passing blades.
As a result, the unsteady profile pressure changes nearly instanta-
neously along the blade chord during wake impingement. Sanders
and Fleeter [10] investigated the unsteady stator profile pressure
distribution in a lé—stage compressor for both subsonic and tran-
sonic flow conditions. In their case, at subsonic speed, the un-
steady profile pressures mainly respond to the circulation changes.
At transonic speed, the rotor wakes were much broader with a
higher slip velocity. In this case, the chopped rotor wake segments
had a clear local influence on the unsteady profile pressures of the
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Fig. 10 Periodical unsteady flow field inside the blade passages of Rotor 3, reference rotor-stator position (A ¢$=0), midspan,
operating point near stability limit at design speed (£=0.85, {=1.0)

stator blades. Hence, it can be supposed that the particular wake
characteristics determine in which way the profile pressure re-
sponds to a wake.

The results for the unsteady profile pressure distributions of
Rotor 3 of the Dresden LSRC for the design point are shown in
Fig. 11. This figure shows the ensemble-averaged pressure distri-
butions at midspan on the PS and the SS in s-7 diagrams. Since the
unsteady effects are of interest, the fluctuating part of the pressure
is shown.

The profile pressures are periodically influenced by the incom-
ing wakes and the potential effect of the upstream Stator 2 as well
as the upstream acting potential effect of Stator 3. If a stator wake
impinges the leading edge of the considered rotor blade, the cir-
culation of this blade changes due to the altered incidence angle
and incoming flow velocity. Because of this, the wake influence
propagates along the blade surface toward the trailing edge as a
pressure wave with the velocity of sound, which is well above the
convective speed of flow in this low-speed machine. As a result, a
nearly instantaneous change of the pressure along the PS and the
SS blade surface appears (Fig. 11). Pressure changes due to the
convectively propagating wake segments within the rotor blade
passages would appear along inclined lines (positive slope) in the
depicted s-r diagrams. This is obviously not the dominant effect in
this case. Thus, the profile pressures are nearly independent of the
wake propagation within the rotor blade passages.

Journal of Turbomachinery

The potential effects of the downstream stator blades propagate
upstream with the velocity of sound. Therefore, the pressure along
the blade surface responds to this stator-periodic influence again
nearly instantaneously in time. On Rotor 3, the influence of the
wakes and the potential effect of the downstream blade row can-
not clearly be distinguished. This is because of the identical blade
numbers of the up- and downstream stator blade rows and the fast
propagation of the pressure fluctuations along the blade surface.

Thus, the negative jet effect, which is coupled to the convec-
tively propagating stator wake segments, has no recognizable ef-
fect on the unsteady profile pressure distribution of Rotor 3. How-
ever, the flow field within the rotor blade passages is clearly
influenced by this secondary flow effect, as discussed in the pre-
vious section.

For the considered operating point near the stability limit, the
qualitative picture is the same (Fig. 12). Also, in this case, the
convectively propagating chopped stator wakes are only of sec-
ondary importance for the unsteady pressure distribution of the
rotor blades.

5 Conclusions

Using a two-component LDA, the flow field within the third
rotor blade row of the four-stage Dresden LSRC was investigated.
Applying a special sorting algorithm, time-resolved results of the
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Fig. 11 Unsteady pressure distribution on PS and SS of Rotor
3, midspan, design point (£=1.00, {=1.0)

periodical unsteady flow field within a rotor blade row are derived
from the pointwise measurements. Movies of the time-resolved
flow field are available on request from the lead author.

In Part I of this two-part paper, the results for midspan are
presented. The results of the flow field measurements are dis-
cussed in detail and compared to the unsteady pressure distribu-
tion of the rotor blades. Besides the results for the design point,
selected results for an operating point near the stability limit are
shown. In Part II, the flow field in the rotor blade tip region is
discussed.

The incoming stator wakes are the dominant influence on the
periodical unsteadiness of the flow field at midspan of the rotor
blade row. The stator wakes are chopped at the rotor blade leading
edges and propagate through the rotor blade passages with the
same velocity as the surrounding free stream. The wake segments
are not completely mixed out during their transport through the
subsequent rotor blade passages.

The potential effects of the stator blades are of minor influence
on the unsteady flow field within the rotor blade row. Probably
due to the identical blade numbers of Stators 2 and 3, no clear
signs of the potential effect from the downstream stator blade row
on the unsteady flow field within Rotor 3 could be noticed.

The time-resolved development of different flow field param-
eters is discussed. Besides the velocity components and the flow
angles, the vorticity and the perturbation velocity are used to in-
vestigate the secondary flow motion. Using these parameters, the
counter-rotating vortex streets within the two branches of the
wake become apparent. The negative jet effect, which appears due
to the velocity deficit of the wake, is also clearly resolved. Due to
this effect, the fluid is transported across the rotor blade passage

041004-10 / Vol. 130, OCTOBER 2008

3.0

tltstator

108

0.0 —_—
10 20 30 40 50 60 70 80 90

(@ Xl [%]

0.0 _—
10 20 30 40 50 60 70 80 90
(b) X [%]

Fig. 12 Unsteady pressure distribution on PS and SS of Rotor
3, midspan, operating point near stability at design speed (£
=0.85, {=1.0)

along the wake segment path from the suction side toward the
pressure side of the adjacent blade. Further secondary flow mo-
tions between the subsequent negative jets are identified.

Owing to the negative jet effect, the local velocity distribution
near the blade surfaces is also affected. Although the flow field
close to the rotor blades could not be resolved, a local influence of
the negative jet effect on the unsteady profile pressure distribution
could be expected. Indeed, the unsteady pressure distribution of
the rotor blades does not reveal the effect of the convectively
propagating stator wake segments. The dominant periodical influ-
ences on the time-resolved profile pressure distribution are the
wake impingement as well as the potential effect of the stator
blades.

Acknowledgment

Part of the work reported in this two-part paper was supported
by the Bundesministerium fiir Bildung und Forschung (German
ministry) and the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Society). The permission to publish this work is
gratefully acknowledged.

Nomenclature
() = ensemble-averaged value
— = mean value
¢ = absolute velocity (m/s)
h = enthalpy (J/kg)
I, = chord length (m)
m = mass flow (kg/s)
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= number of revolutions (s~!)

= pressure (Pa)

= fluctuating part of pressure (Pa)

relative channel height (%)

= temperature (K)

= time (s)

= rotor speed (m/s)

= relative velocity (m/s)

perturbation velocity, relative frame of refer-

ence (m/s)

chordwise position (m)

y = circumferential coordinate (LDA measure-
ments) (m)

z = axial coordinate (LDA measurements) (m)

B = relative flow angle (deg)

I', = vorticity

¢ = relative position between stator and rotor (see
Fig. 4)

{ = reduced speed/reduced design speed,
{=(n/\NT)/ (npp/ T, pp)

¢ = reduced mass flow/reduced design mass flow

— | —

&=(m\T,/ p,)/ (mppNT; pp/ pr.op)

Wi = enthalpy coefficient, Wi;=Ah;/ "‘1%/15

T AN S
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=
<
Il

=
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Abbreviations and Subscripts
1 = inlet plane of considered rotor blade row
ax = axial component
is = isentropic
t = total
u = circumferential component
DP = design point
IGV = inlet guide vane
LDA = laser Doppler anemometer
LSRC = low-speed research compressor
MS = midspan
PIV = particle-image velocimetry
PS = pressure side
rms = root mean square value
SS = suction side
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Periodical Unsteady Flow Within
a Rotor Blade Row of an Axial
Compressor—~Part 1I: Wake-Tip
Clearance Vortex Interaction

In this two-part paper, results of the periodical unsteady flow field within the third rotor
blade row of the four-stage Dresden low-speed research compressor are presented. The
main part of the experimental investigations was performed using laser Doppler an-
emometry. Results of the flow field at several spanwise positions between midspan and
rotor blade tip will be discussed. In addition, time-resolving pressure sensors at midspan
of the rotor blades provide information about the unsteady profile pressure distribution.
In Part Il of the paper; the flow field in the rotor blade tip region will be discussed. The
experimental results reveal a strong periodical interaction of the incoming stator wakes
and the rotor blade tip clearance vortices. Consequently, in the rotor frame of reference,
the tip clearance vortices are periodical with the stator blade passing frequency. Due to
the wakes, the tip clearance vortices are separated into different segments. Along the
mean vortex trajectory, these parts can be characterized by alternating patches of higher
and lower velocities and flow turning or subsequent counter-rotating vortex pairs. These
flow patterns move downstream along the tip clearance vortex path in time. As a result of
the wake influence, the orientation and extension of the tip clearance vortices as well as
the flow blockage periodically vary in time. [DOI: 10.1115/1.2812330]

Keywords: axial compressor, laser Doppler anemometer, periodical unsteady flow field,
unsteady profile pressure, rotor-stator-interaction, tip clearance vortex, wake, negative

Jet effect, wake-tip clearance vortex interaction

1 Introduction

The tip leakage flow is of crucial importance for the compressor
design and operation because of its detrimental impact on the
efficiency and the pressure rise due to the blockage effect in the
endwall region (Wisler [1], Khalid et al. [2], Hoeger et al. [3]).
Furthermore, the tip leakage flow plays an important role on the
flow stability and the rotating stall inception process (Hoying et
al. [4], Mailach et al. [5], Vo et al. [6]).

The flow field in the rotor blade tip region is dominated by the
tip clearance vortex (TCV). Early models describing the time-
averaged behavior of the TCV are from Rains [7] and Vavra [8].
The TCV comes into being because of the construction-
conditioned tip gap of the rotor blades. The pressure difference
between the two sides of the blade drives the fluid to move
through this gap from the pressure side (PS) toward the suction
side (SS). When the jetlike tip leakage flow enters the next blade
passage, it interacts with the main flow and other secondary flow
phenomena such as the passage vortex and rolls up into a spiral
vortex (Fig. 1). The maximum leakage flow over the blade tip can
be expected at the position of the maximum profile pressure dif-
ference between PS and SS (Inoue and Kuroumaru [9]). This po-
sition can be considered as the point of origin of the TCV. From
there, the spiral vortex moves through the rotor blade passage.
Depending on its orientation, it impacts the PS of the adjacent
blade or leaves the blade passage at the outlet of the blade row
without directly interacting with the flow around the adjacent
blade.
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At the upstream boundary of the TCV, the tip leakage flow
interacts with the incoming main flow (Fig. 1). As a result, a
blockage zone is formed near the casing and the incoming main
flow is partly diverted toward the hub.

Chen at al. [10] and Storer and Cumpsty [11] considered the
leakage flow and the main flow as separate mass flows. The ori-
entation of the vortex trajectory is therefore determined by the
momentum ratio of the tip leakage flow and the main passage
flow. Mainly depending on this parameter and the solidity of the
blades, the TCV can interact with the flow at the PS of the adja-
cent blade.

The characteristics of the TCV depend on various geometrical
and aerodynamical parameters. As discussed by Lakshminarayana
et al. [12] beside parameters such as the tip clearance height,
Reynolds and Mach numbers, blade thickness, and loading also
the machine configuration (rotor alone, single or multistage com-
pressor, etc.), the inlet flow turbulence, the casing wall boundary
layer and others play an important role on the formation of the
TCV. A comprehensive overview on three-dimensional and tip
clearance flows in compressors is given by Tan [13].

Topic of the present part of the paper is the investigation of the
unsteady flow field in the tip region of a rotor blade row using a
laser Doppler anemometer (LDA) system. Several investigations
of the flow field in axial compressors were carried out within
recent years using optical measurement methods (literature survey
in Part I of the paper [14]). Amongst them, a number of studies
are focused on the rotor tip region flow. Murthy and Lakshmi-
narayana [15] and Stauter [16] provide information on the char-
acteristics of the time-averaged rotor blade tip clearance vortex on
the basis of LDA measurements in axial compressors.

Suder and Celestina [17] experimentally and numerically inves-
tigated the tip region flow field in a transonic axial compressor
rotor. These authors discussed the passage shock-tip clearance
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main flow

Fig. 1 Schematic of the rotor blade tip clearance flow for
steady flow conditions

vortex interaction at design speed as well as the tip clearance
vortex features at part speed in the absence of shocks.

Further experiments in a 1%—stage large scale compressor using
stereoscopic particle image velocimetry (PIV) were performed by
Liu et al. [18]. These authors showed instantaneous pictures in
several cross sections of the rotor blade passage flow field. The
time-resolved results indicate the inherent unsteadiness of the
TCV, which finally breaks down.

The rotor tip flow field of the first stage rotor of a four-stage
low-speed compressor was investigated by Wernet et al. [19].
They provide results of the phase-locked blade-to-blade flow field
in the rotor tip region using a PIV system.

Another important aspect of the tip flow behavior is the peri-
odical unsteadiness of the rotor TCV, which can appear due to
blade row interactions, especially because of the passing wakes.
There are only few attempts to address this problem. Ma et al.
[20] examined the 3D flow field in the rotor blade tip region of a
single-stage axial compressor with inlet guide vane (IGV) using a
LDA system. However, these authors could not detect a clear in-
fluence of the IGV wake on the time-resolved rotor TCV.

Sirakov and Tan [21] numerically investigated the influence of
the interaction of stator wakes and the rotor tip clearance flow on
the time-averaged compressor performance. They observed a
“double leakage”; in this case, the tip clearance fluid moves
through the tip gap of the adjacent blade. Double leakage was
found to be detrimental for compressor performance. Sirakov and

0.45

z[m]

Tan [21] concluded that the double leakage is reduced due to the
periodical incoming stator wakes. Thus, the time-averaged perfor-
mance is improved for stronger stator-rotor interaction.

A lack of information exists concerning the structure of the
unsteady blade tip flow field, which is affected by the passing
wakes. To the best knowledge of the present authors, the periodi-
cal wake influence on the tip clearance vortex is not yet experi-
mentally investigated in an axial compressor in detail. The moti-
vation of this work is to contribute to the physical understanding
of the wake-tip clearance vortex interaction process, which is a
special aspect of rotor-stator interaction. The relevance of these
investigations is obvious because of the influence of the periodical
unsteadiness of the tip clearance vortices on the performance [21]
as well as on the time-resolved blockage, the blade excitation, and
the flow stability.

The setup of the experiments, which were performed in the
Dresden LSRC, is described in Part I of this paper [14]. In the
present paper, Part II, selected results of the flow field near rotor
blade tip will be discussed (r =97.9% and 91.7%) and compared
to the midspan results, which were presented in Part I.

2 Flow Field Within the Rotor Blade Row Near Blade
Tip (97.9% Channel Height)

2.1 Time-Averaged Results. Figure 2 shows the time-
averaged results of the LDA measurements close to the blade tlp
at a channel height of r *=97.9%. The blade tip position is r
=98.8%. The tip clearance amounts to 1.3% of the blade tip chord
length. The exemplary result in Fig. 2 shows the relative velocity
distribution for the design point of the compressor.

The maximum local loading in the tip region occurs near the
leading edge of the considered rotor blade (no figure). Therefore,
the maximum leakage jet flow appears there. Starting near the
leading edge, the tip leakage vortex transverses the rotor blade
passage and interacts with the flow on the PS in the rear part of
the adjacent blade. The estimated mean vortex trajectory is high-
lighted by a dashed line in Fig. 2. A double leakage, as reported by
Sirakov and Tan [21], is not obvious in the present results.

A dividing line can be found between the incoming flow and
the upstream boundary of the TCV. This inclined line spans from
the SS toward the PS in the front part of the blade passage. The
incoming undisturbed flow upstream of this line has a noticeably
higher relative flow velocity than the fluid within the TCV itself
(Fig. 2). Due to the blockage of the TCV, the incoming flow is
partly diverted toward the hub (later visible in Fig. 12).

w m/s] IR T T 1

30 38 46 54 62 70 78

055 T——T——T——T——1

0.03 0.0 0.07 0.09 0.11

013
yim]

| L T T T T 1
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Fig. 2 Tlme -averaged flow field inside the blade passages of Rotor 3, near
blade tip (r*=97.9%), design point (¢§=1.0, {=1.0), dashed line: estimated tra-

jectory of TCV
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Fig. 3 Periodical unsteady flow field inside the blade passages of Rotor 3, reference rotor-stator position (A¢=0), near blade

tip (r*=97.9%), design point (£=1.0, {=1.0)

Since the TCV dominates the flow field at the rotor blade tip,
also the other flow parameters clearly indicate its position and
extension. The TCV can be identified by a decrease of the veloc-
ity, its axial component and the relative flow angle as well as an
increase of the velocity fluctuations (no figures).

The mean radial extension of the TCV at the exit plane of the
considered rotor blade row is about 15% of the channel height for
the design point (later discussed with Fig. 12).

2.2 Periodical Unsteady Flow Field: Reference Rotor-
Stator Position (A ¢=0), Design Point (£=1.0,{=1.0). In Figs.
3(a)-3(d), selected parameters of the periodical unsteady flow
field at a radial position close to the rotor blade tip are depicted
for the design point. In contrast to the time-averaged results, the
TCV is divided into different segments. These patches appear be-
cause of the periodical interaction of the TCV with the incoming
wakes. There are two main reasons for this wake-tip clearance
vortex interaction:

» Firstly, the incoming wakes periodically change the rotor
blade loading distribution. Thus, the amount and the chord-
wise position of the maximum local loading change with the
passing wakes. Therefore, the vortex intensity, the position
of maximum tip clearance mass flow, and consequently the
orientation of the TCV are periodically affected.

* Secondly, a periodical interaction of the chopped wake seg-
ments and the tip clearance flow occurs within the rotor
blade passage.

Also in these time-dependent results, the interaction zone of the
incoming flow and the upstream boundary of the TCV can clearly
be defined. As in the time-averaged results (Fig. 2), the incoming
undisturbed flow upstream of it has a noticeably higher relative
flow velocity than the fluid within the TCV (Fig. 3(a)). Due to the
blockage of the TCV, the wakes do not extend across the rotor
blade passage from SS toward PS (contrary to the midspan results,
compare to Part I, Fig. 7). In the rotor blade tip region, the direct
wake influence only appears upstream of the TCV.

The wakes entering the blade passage interact with the TCV

Journal of Turbomachinery

near the leading edge and SS of the blade. The propagation of the
wake influence within the TCV and in front of it seems to be
nearly independent. Because of the lower flow velocity inside the
TCV region, the wake influence propagates slower than in the
region upstream of the TCV.

Due to the periodically incoming wakes, the TCV is divided
into different segments. This can clearly be seen in Figs.
3(a)-3(d). There are several patches along the vortex trajectory,
which are characterized by a clearly lower relative flow velocity,
troughflow component, and relative flow angle, respectively. Their
number within a considered rotor blade passage mainly depends
on the rotor-stator blade count ratio as well as on the flow angle
and velocity distributions.

The segments of the periodically disturbed TCV propagate
downstream along the vortex trajectory in time. A sequence of the
time-resolved development of the tip clearance flow is later dis-
cussed with Fig. 8. Due to the interaction with the passing stator
wakes, the TCV is strongly periodic with the blade passing fre-
quency of the upstream stator blades.

As a result of this wake-tip clearance flow interaction, the flow
near the rotor blade tip moves along a wiggly line around the
mean trajectory of the TCV with an alternating under- and over-
turning of the flow. This can be seen in Fig. 4 by means of the
relative flow vectors. The flow path within the TCV in a selected
blade passage is qualitatively marked with a gray arrow. This
propagation direction in the considered axial-circumferential
plane is superimposed to the spiral movement of the tip clearance
flow including remarkable radial velocity components.

Furthermore, fluctuations with the inherent vortex shedding fre-
quency of the TCV as well as stochastic fluctuations appear. These
fluctuations of the flow parameters are reflected by the rms values,
which are clearly higher in the region of the TCV compared to the
passage flow near the rotor inlet (Fig. 3(d)). Maximum fluctua-
tions of the flow field parameters appear at the interaction zone
between the tip clearance flow and the incoming flow. Further-
more, larger values can be found between the different patches
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Fig. 4 Periodical unsteady flow field inside the blade passages of Rotor 3
(A¢=0), near blade tip (r'=97.9%), design point

along the vortex path. In Fig. 3(d), one can also clearly see that tuations due to the wake influence on the tip clearance flow are
the extension of the basically cone-shaped TCV changes along the  much larger than those between the wakes and the freestream
blade passage because of the recurring influence of the stator  outside the blade tip region. This is the case for all flow param-
wakes. eters discussed with Fig. 3. This becomes obvious, when the re-
At a given point of time, large fluctuations of the velocity, the  sults in Fig. 3 are compared to the midspan results, discussed with

velocity components, and the flow angle along the path of the tip  Fig. 7 in Part I, for instance.
clearance vortex across the passage appear (Fig. 3). These fluc- As an example, the flow angle B fluctuates along the vortex
path between about 10 deg and 40 deg at the considered point of

o time (Fig. 3(b)). In Fig. 5, the axial velocity distribution along the

o — Cax[mis] vortex trajectory for the reference rotor-stator position is shown at

N - - -Cy+i- RMS [mis] a fixed point of time (extracted from the results in Fig. 3). The

401 : - PR dashed lines indicate the fluctuations of this parameter. These
fluctuations include stochastic portions as well as fluctuations with

7 307 all frequencies beside the stator blade passing frequency and its
E harmonics. The wavelike distribution of the velocity with remark-
% 20 able peak-to-peak amplitudes appears due to the periodical stator
S wake influence. Due to the strong fluctuations of the flow param-
> 10 1 eters, the real peak-to-peak amplitudes (dashed lines) along the
vortex trajectory are clearly larger than those of the ensemble-

0 averaged distribution (solid line). Actually, this can lead to axial
0.47 reversed flow within small zones of the TCV already at the design

10 point (at the considered point of time at about z=0.495 m and z

2 [m] =0.510 m, Fig. 5). These positions correspond to the patches of
the local axial velocity minima along the vortex trajectory in Fig.
Fig. 5 Axial velocity and fluctuations along the tlp clearance 3(c).
vortex path of Rotor 3 (A$=0), near blade tip (F"=97.9%), de- The vortex distribution of the flow field near rotor blade tip will
sign point

— w, [m/s] T I

6420246

z[m]

i T T T T T T —— T ——
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Fig. 6 Periodical unsteady flow field inside the blade passages of Rotor 3
(A¢=0): vorticity contours and perturbation velocity vectors, near blade tip
(r*=97.9%), design point
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Fig. 7 Schematic of tip clearance vortex influenced by the
passing wakes, 2D view, near rotor blade tip (r=const, t
=const)

be discussed with Fig. 6; the main features of it are summarized in
the schematic in Fig. 7. In Fig. 6, the vorticity distribution for the
reference stator-rotor position is depicted as contour. The vectors
are the perturbation velocity, which is determined as described in
Part 1 of the paper (Part I: Fig. 5, Egs. (1) and (2)). A good
accordance of the information from these two parameters concern-
ing the vortex distribution is evident in Fig. 6. In the front of the
blade passages (upstream of the TCV), the wakes can be identified
as stripes of counter-rotating vortices, which are responsible for
the negative jet effect, Figs. 6 and 7. A positive sign of the vor-
ticity indicates a clockwise turning, a negative sign an anticlock-
wise turning of the vortices. (Due to the scaling the counter-
rotating vortices belonging to the wake are not clearly to be seen
in Fig. 6.) The perturbation velocity vectors confirm the turning
direction and indicate the amplitudes of the induced velocities.
Very large secondary flow velocities can be found due to the pe-
riodical wake influence on the TCV.

Within the TCV, subsequent counter-rotating vortex pairs can
be found at fixed points of time (fixed stator-rotor position). These
vortex pairs are excited due to the periodical influence of the
wakes, which divide the TCV into several parts. The results reveal
that the dominant interaction takes place in the region of the origi-
nation of the TCYV, i.e., near rotor blade leading edge and SS. As
depicted in the model in Fig. 7, the presumably dominant interac-
tion takes place at the shear layer between the incoming wake and
the tip clearance flow. There the pairs of counter-rotating vortices,
inherent in the wake, induce a vortex pair within the tip clearance
flow, turning into opposite direction.

Following this pair of counter-rotating vortices moves along the
path of the tip clearance flow. The next arriving wake again in-
duces a vortex pair within the tip clearance flow. As a result, at a
given point of time in average four vortex pairs can be found in
the TCV within a rotor blade passage in our case. Between the
subsequent counter-rotating vortices successive jets appear, which
are alternately directed toward the SS and the PS within a consid-
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ered blade passage (Figs. 6 and 7). Presumably, this has an influ-
ence on the aerodynamic blade excitation and the time-resolved
blade boundary layer development.

The vortex pairs move along the path of the tip clearance flow
and are still existent at the outlet plane of the rotor blade row.
Thus, the tip clearance vortex is strongly periodic with the blade
passing frequency of the upstream stator blade row, moving rela-
tively to the considered rotor blades. As a result of the wake
influence, the orientation and extension of the tip clearance vorti-
ces as well as the flow blockage periodically vary in time.

2.3 Sequence of Periodical Unsteady Flow Field, Design
Point (£=1.0, {=1.0). Figure 8 shows a sequence of the time-
resolved development of the periodical unsteady flow field. As
stated in Part I, the flow field within Rotor 3 is resolved with 20
equidistant steps for a single stator blade passing. In Fig. 8, the
flow field at four selected points of time during one stator blade
passing period is shown. Starting with the reference rotor-stator
position, in the subsequent figures the stator blades move 25% of
its pitch to the right (see definition in Part I, Fig. 4). As an ex-
ample, the axial velocity distribution is shown.

The downstream transport of the low-velocity patches within
the TCV can be tracked in the subsequent figures. This way the
low-velocity patches transverse the passage and hit the PS of the
adjacent rotor blade. Due to the strong velocity fluctuations, a
local periodical influence of these patches on the profile pressure
distribution in this region of the rotor blade can be hypothesized.
Finally, the rotor exit flow field is periodically disturbed by the
TCV’s (later discussed with Fig. 12).

In the same way, the wake-induced alternating vortices within
the tip clearance flow move downstream along the vortex trajec-
tory in time (no figure). Since the stator blade passing is respon-
sible for this TCV unsteadiness, the changes of the flow field
parameters at a fixed position appear with the blade passing fre-
quency of the upstream stator blades.

2.4 Periodical Unsteady Flow Field: Reference Rotor-
Stator Position (A ¢»=0), Operating Point Near Stability Limit
at Design Speed (£=0.85, {=1.0). Exemplary results for an op-
erating point near stability limit with 85% of design mass flow at
design speed (£=0.85, {=1.0) are shown in Fig. 9. (The stability
limit of the compressor at design speed is at £=0.81). Again, the
reference rotor-stator position is considered.

Due to the throttling of the compressor, the rotor blade loading
in the leading edge region increases while the mean incoming
flow velocity is reduced. Therefore, the momentum ratio of the tip
clearance flow to the incoming flow increases. As a result, the
TCV is shifted upstream and more aligned into circumferential
direction (Fig. 9). This way the interaction zone of the TCV of a
rotor blade with the flow around the adjacent blade also moves
upstream.

The fundamental unsteady influence of the passing stator wakes
is the same as discussed for the design point. Again strong varia-
tions of the flow properties along the tip clearance flow path can
be found as a result of the impact of the stator wakes, Fig. 9(a).
The pairs of counter-rotating vortices and the strong secondary
flow vectors are clearly visible in Fig. 9(b).

As already discussed for the design point, low-velocity patches
periodically appear within the TCV. Qualitatively, the same effect
is observed for the considered operating point near the stability
limit (Fig. 9(a)). Since stochastical influences superimpose to the
periodical flow pattern, axial reversed flow can appear in the low-
velocity patterns of the TCV (discussed with Fig. 5). However, for
the operating point near the stability limit the TCV is shifted
upstream and interacts with the adjacent rotor blade already in the
front part of it. For operating conditions more close to the stability
limit, a further upstream shifting of the TCV will appear. Thus, the
axial reversed flow can probably lead to a spillover of the tip
clearance flow within these wake-affected low velocity patches.
As shown in the investigations of Hoying et al. [4] and Mailach et
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Fig. 8 Sequence of periodical unsteady flow field, Rotor 3, near blade tip (r=97.9%), design point

al. [5], for instance, this spillover of the tip clearance flow can
lead to a strong tip clearance flow interaction within the rotor
blade row. This process can trigger the rotating stall inception if it
appears in the stage, which is most likely to stall. With the current
results, it can be hypothesized that the periodical passing wakes
can have an influence on the spillover of the tip clearance flow for
operating conditions near the stability limit and therefore for the
rotating stall inception process. (In the Dresden LSRC, the rotat-
ing stall inception starts in the first stage and is triggered by modal
waves; see Mailach and Vogeler [22]. So for this individual com-
pressor, the spill-over of the tip clearance flow is not relevant for
stall inception.)

3 Flow Field Within the Rotor Blade Row at 91.7%
Channel Height

3.1 Time-Averaged Results, Design Point. At the exit of the
considered rotor blade row, the TCV radially extends from about
¥*=85% to the casing in average. Following the results for a
further blade-to-blade measurement plane, cutting the TCV, will
be discussed. At the chosen radial position r*=91.7% at first the
time-averaged result will be discussed for the design point (Fig.
10).

The maximum tip leakage flow appears in the leading edge
region. From there, the leakage flow rolls up into a basically cone-
shaped TCV (compare to Fig. 1). The mean vortex trajectory is
directed toward the rear part of the adjacent rotor blade. Along the
fluid path across the passage, the radial extension of the TCV
increases.

As a result of this, the flow field in the front part of the blade
passages is not recognizably affected by the tip clearance flow at
the considered radial position (Fig. 10). However, because of the
increase of the radial extension of the TCV, it can clearly be seen
as a region of reduced velocity in the rear part of the passage near
the PS of the blades.

041005-6 / Vol. 130, OCTOBER 2008

3.2 Periodical Unsteady Flow Field: Reference Rotor-
Stator Position (A ¢=0), Design Point. The time-resolved results
confirm that the flow field in the front part of the blade passages is
not affected by the TCV (Fig. 11). In the front part of the blade
passages, the periodical unsteady flow field is dominated by the
stator wakes. As discussed in detail for the midspan flow field in
Part I, the chopped wake segments can be recognized as low
velocity regions extending the rotor blade passage from the SS
toward the PS of the adjacent blade (Fig. 11(a)). Furthermore,
they can be identified as a counter-rotating vortex street in the
vorticity distribution (Fig. 11(b)). The perturbation velocity vec-
tors clearly show the negative jet effect associated with the wakes.
Due to the nearly cylindrical stator blades, the wake position is
practically identical for all radial positions (compare to the mid-
span results, Fig. 7 in Part I, for instance).

At about the midchord position, the measurement plane cuts the
TCV. Downstream of this point, one can clearly see the subse-
quent vortex pairs of the periodically disturbed TCV. As a result
of their interaction with the TCV, the chopped wakes do not affect
the flow around the SS in the rear part of the rotor blades. The
fundamental features of the time-resolved TCV are comparable to
that discussed for the near blade tip position and is summarized in
the model in Fig. 7.

For the radial positions more away from the blade tip (listed in
Part I), the influence zone of the TCV is shifted further toward the
rotor blade trailing edges (no figure). Below r*=85%, the flow
field is not directly influenced by the TCV anymore.

4 Flow Field in the Outlet Plane of the Rotor Blade
Row

In Fig. 12, a sequence of the periodical unsteady flow field in
radial-circumferential direction just behind the rotor is shown. The

axial position is z=0.544 (compare to Fig. 3, for instance). As an
example, the axial velocity component for design point will be
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Fig. 9 Periodical unsteady flow field inside the blade passages of Rotor 3
(A¢=0), near blade tip (F'=97.9%), operating point near stability limit at design

speed (£=0.85, {=1.0)

discussed. The selected rotor-stator positions are the same like in
Fig. 8. For the subsequent figures, the stator wake segments move
25% of the stator pitch to the right. This is in reality equivalent to
the rotor turning in the opposite direction with the same distance.
Since Fig. 12 shows results in the rotor frame of reference, the
positions of the rotor wakes are nearly unchanged.

The rotor wakes can be identified by a strong reduction of the
velocity (Fig. 12). As discussed before, the stator wakes are not
yet mixed out after their propagation through the rotor blade pas-

0.45
047
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sages. However, the velocity deficit of the stator wakes is moder-
ate. Selected positions of the rotor and stator wakes and the TCV’s
are marked in the result for the reference position A¢p=0.

It can be seen that the TCV’s dominate the rotor flow field
between about 85% of the channel height and the casing. Due to
the interaction with the casing boundary layer the top of the basi-
cally cone-shaped TCV is flattened. As discussed previously, the
rotor tip clearance flow periodically interacts with the incoming
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stator wakes. As a result of this, in the considered rotor exit plane,
the low velocity regions of the TCV’s move in circumferential
direction for the subsequent rotor-stator positions. This means that
the distance between the vortex core and the rotor wake at blade

flow diverted TCV rotor wake
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Periodical unsteady flow field inside the blade passages of Rotor 3

tip periodically fluctuates in time and is different for the adjacent
rotor blades. Moreover, the radial extension of the TCV’s periodi-
cally varies. As a result of this, the blockage in the rotor blade tip
region periodically varies in time (for the subsequent rotor-stator
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Fig. 12 Sequence of periodical unsteady flow field just behind Rotor 3 (z=0.544), design point (£=1.0, {=1.0)

041005-8 / Vol. 130, OCTOBER 2008

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

Transactions of the ASME



RMS c,, [m/s]

B 24

Fig. 13 Three-dimensional view of the flow field within the ro-
tor blade row (t=const), design point

positions, Fig. 12) in a considered rotor blade channel. Due to the
blockage of the TCV the flow, incoming to the considered rotor
blade row, is diverted toward the hub. At the rotor exit plane,
therefore, regions of increased velocity can be found radially be-
low the TCV. For the first time step A¢=0 of the sequence in Fig.
12, this effect can clearly be seen around ¥*=0.8 and the rotor
pitch value of 1.4, for instance.

The circumferential positions of the stator wake influence in the
rotor blade tip region and below 85% of channel height are dif-
ferent (Fig. 12). This circumferential shift appears due to the
lower flow velocity in the blade tip region and the stator wake-
rotor TCV interaction.

For the subsequent time steps, the stator wake pattern (radially
below the TCV) changes with this circumferential shift, especially
near the rotor blade wake positions (Fig. 12). Moreover, it can be
seen that the circumferential distance of the adjacent stator wakes
varies. This effect appears because of the interaction of the
chopped stator wake segments with the flow around the rotor
blade surface. For the time step A¢=0.0, the distance between the
marked stator Wake Nos. 1 and 2 is clearly larger than that be-
tween the same stator wakes, which has moved to the right for
A¢=0.5, for instance.

Furthermore, it can be seen that the chopped stator wakes split
up into two parts if they are close to the rotor wake positions. This
effect appears for instance for A¢=0.25 with stator Wake No. 1,
which can now be found around the left rotor wake position, for
instance (rotor pitch=0.6 at r*=0.7). Part of this stator wake has
already passed this rotor wake (is right from it), while another part
of the low-momentum stator wake fluid is accumulated at the PS
branch of this rotor wake (left boundary of rotor wake). The wake
width of this stator wake is therefore clearly larger than in the
previous time step A¢=0. These effects will also influence the
stator-stator interaction process.

5 Three-Dimensional View of the Flow Field

Finally, a 3D view of the periodically disturbed flow structures
within the rotor blade row will be provided. As an attempt to
visualize these flow structures, selected isosurfaces of the flow
parameters are used. Figure 13 shows an exemplary 3D view of
the unsteady flow field within the rotor blade row between mid-
span and blade tip at a fixed point of time. To summarize the
measurement results, a schematic of the periodically unsteady
flow field is given in Fig. 14.

In Fig. 13 as an example, two selected isosurfaces of the veloc-
ity fluctuations (RMS c,,) are shown. The largest velocity fluctua-
tions appear due to the TCV. The isosurface RMS c,,=9 m/s
represents therefore the approximate extension of the TCV (dark
gray surfaces in Fig. 13). A strong influence of the passing stator
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Fig. 14 Schematic of tip clearance vortex influenced by the
passing wakes, 3D view (f=const)

wakes on the extension and local orientation of the basically cone-
shaped TCV’s is clearly visible in the 3D view of these measure-
ment results. This is also schematically shown in Fig. 14 for a
fixed point of time. The details of this wake-TCV interaction are
already discussed with Fig. 7 for a selected axial-circumferential
plane near the blade tip.

Figure 13 furthermore reveals the different shapes of TCV’s of
the adjacent rotor blades, which appear due to the different num-
bers of rotor and stator blades. For subsequent time steps (no
figures), the shape and extension of the TCV’s change due to the
propagating wakes. Therefore, the blockage due to the TCV peri-
odically varies in a considered rotor blade channel (clearly to be
seen in the sequence in Fig. 12).

Regions of “undisturbed” flow, e.g., between the wakes and
outside the influence of the TCV are represented by the isosurface
RMS c¢,,=2.4 m/s (light gray surfaces in Fig. 13). These regions
are separated by the chopped wakes.

6 Conclusions

Using a two-component laser Doppler anemometer, the flow
field within the third rotor blade row of the four-stage Dresden
low-speed research compressor was investigated. Applying a spe-
cial sorting algorithm time-resolved results of the periodical un-
steady flow field within a rotor blade row are derived from the
pointwise measurements. Movies of the time-resolved flow field
are available on request from the lead author.

In Part I of the paper, the results for midspan are presented. In
Part 11, the flow field in the rotor blade tip region is discussed.
Besides the results for the design point, selected results for an
operating point near the stability limit are shown.

Similar to the midspan, the incoming unsteady flow field in the
tip region of the rotor blade row is dominated by the passing stator
wakes. Also in the tip region, the secondary flow characteristics of
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the wakes could clearly be resolved. The main features of interest
are the negative jet effect as well as the counter-rotating vortices
inherent to the wake.

The time-dependent tip clearance vortices are strongly affected
by the passing wakes. Due to the wake impact, the position of the
maximum tip clearance mass flow, the vortex intensity, and con-
sequently the orientation and extension of the tip clearance vorti-
ces change in time. Therefore, the tip clearance vortices periodi-
cally pulsate. In the rotor frame of reference, these fluctuations
appear with the stator blade passing frequency. The blockage in
the blade tip region, therefore, also varies with this frequency.

At a fixed point of time, the basically cone-shaped tip clearance
vortex changes its extension and orientation along the vortex path.
Due to the recurring stator wakes, the tip clearance vortices are
divided into different segments with strongly varying flow prop-
erties. The transport of these patches along the tip clearance flow
path can be tracked in the sequences of the periodical unsteady
flow field.

At the shear layer between the stator wake and the rotor tip
leakage flow, the pairs of counter-rotating vortices inherent to the
wake induce pairs of counter-rotating vortices within the tip leak-
age flow. These vortex pairs move along the path of the tip clear-
ance vortex in time. Between these vortices, fluid jets are gener-
ated. These jets are directed toward or away from the pressure
side of the adjacent rotor blade, respectively. Therefore, an influ-
ence of the periodically unsteady tip clearance vortex on the time-
resolved profile pressure distribution at the tip of this adjacent
rotor blade can be expected.

For the operating point near the stability limit, the tip clearance
vortices are shifted upstream and more aligned into circumferen-
tial direction. It is hypothesized that the periodical passing wakes
can have an influence on the spillover of the tip clearance flow for
operating conditions near the stability limit and therefore for the
rotating stall inception process.

The results of the investigations are summarized in schematics
describing the periodical unsteady behavior of the tip clearance
vortex. To the best knowledge of the authors, these are the first
experimental investigations in an axial compressor describing this
wake-tip clearance vortex interaction process in detail.
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Nomenclature
¢ = absolute velocity (m/s)
m = mass flow (kg/s)
n = number of revolutions (s7')
#* = relative channel height (%)
T = temperature (K)
w = relative velocity (m/s)
w, = perturbation velocity, relative frame of refer-
ence (m/s)
y = circumferential coordinate (m)
z = axial coordinate (m)
B = relative flow angle (deg)
I', = vorticity
¢ = relative position between stator and rotor (see
Fig. 4 in Part 1)
{ = reduced speed/reduced design

[ [
speed,{=(n/\T,)/ (npp/ NT, pp)

041005-10 / Vol. 130, OCTOBER 2008

& = reduced mass flow/reduced design mass flow,
&=(m\T,/p,)/ (mppNT, pp/ P pp)

Abbreviations and Subscripts
ax = axial component
t = total
TCV = tip clearance vortex
IGV = inlet guide vane
LDA = laser Doppler anemometer
LSRC = low-speed research compressor
PIV = particle image velocimetry
PS = pressure side
RMS = root mean square value
SS = suction side
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Effects of Deposits on Film
Cooling of a Vane Endwall Along
the Pressure Side

Film cooling is influenced by surface roughness and depositions that occur from con-
taminants present in the hot gas path, whether that film cooling occurs on the vane itself
or on the endwalls associated with the vanes. Secondary flows in the endwall region also
affect the film-cooling performance along the endwall. An experimental investigation was
conducted to study the effect of surface deposition on film cooling along the pressure side
of a first-stage turbine vane endwall. A large-scale wind tunnel with a turbine vane
cascade was used to perform the experiments. The vane endwall was cooled by an array
of film-cooling holes along the pressure side of the airfoil. Deposits having a semiellip-
tical shape were placed along the pressure side to simulate individual row and multiple
row depositions. Results indicated that the deposits lowered the average adiabatic effec-
tiveness levels downstream of the film-cooling rows by deflecting the coolant jets toward
the vane endwall junction on the pressure side. Results also indicated that there was a
steady decrease in adiabatic effectiveness levels with a sequential increase in the number
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of rows with the deposits. [DOI: 10.1115/1.2812332]

Introduction

The flow along the endwall in a first-stage turbine vane is in-
fluenced by both roughness levels present on the surface and vor-
tices that extend from the airfoil leading edge region to the trailing
edge region. These secondary flows impact the endwall film-
cooling effectiveness levels by lifting coolant jets from the end-
wall surface and directing them toward the vane suction side. This
jet lift-off results in low adiabatic effectiveness levels along the
pressure side of the vane endwall, which ultimately results in a
weak layer of coolant shielding the metal hardware from the hot
mainstream gases. Continuous exposure of the endwall to these
extreme conditions reduces the operability and life of the hard-
ware. The adiabatic effectiveness is a measure of the film-cooling
potential along a surface downstream of the coolant injection lo-
cation.

Film-cooling performance is also affected by surface deposits
formed by small particles and unburned combustion products ad-
hering to the turbine hardware. Modern gas turbines are being
developed to have the capability of operating with fuels other than
natural gas. Coal derived synthetic gas is one such alternative fuel,
which is comparable to natural gas in terms of performance; how-
ever, it can have contaminants. The size of the contaminant par-
ticles can vary greatly from 5 um to 60 um [1]. While the
smaller particles tend to follow the mainstream flow path, the
larger particles may not due to their larger momentum and can
deposit on the pressure side of the vane and endwall surfaces [2].
These larger particles when in molten form tend to quench near
cooled regions on turbine component surfaces, for example, near a
film-cooling hole or slot, thus leading to film-cooling depositions.

This study is aimed at understanding the effects of surface
deposition and deposit location on the adiabatic effectiveness lev-
els along the pressure side of a vane endwall. In particular, the
work presented in this paper is aimed at understanding the row-
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by-row interaction due to depositions on the endwall surface. The
effects of placing deposits upstream and downstream of single and
multiple cooling hole rows were investigated.

Relevant Past Studies

A number of studies in the literature have documented the ef-
fects of using alternative fuels on the surface contamination of
turbine engine components. Studies have also specifically focused
on determining the effects of surface roughness and surface depo-
sitions on film-cooling performance. The current literature in-
cludes studies that have investigated the effects of using coal and
other solid fuels on ash and other contaminant levels on deposi-
tion, corrosion, and erosion.

A study by Wenglarz et al. [3] showed that high levels of ash up
to 40 tons/y can enter a turbine. DeCorso et al. [4] found that
most coal derived fuels, even after conversion and purification,
had higher levels of impurities than natural gas. They found that
sulfur levels in natural gas are about 10 ppm, while for coal de-
rived fuels the sulfur levels are approximately 1000 ppm. Moses
and Bernstein [5] found that a fuel burning with 0.5% ash results
in about 1.5 tons of ash per day flowing through the turbine en-
gine. In a separate study by Wenglarz [6], it was reported that the
mass fraction of the ash particles that adhere to the engine surface
and contribute to deposit buildup was 0.06 with an average par-
ticle diameter of 10 wm. A recent study by Bons et al. [7] inves-
tigated the effect of ash deposits present in coal fuels using an
accelerated deposition test facility. Their tests were conducted
with ash particles slightly higher in mean mass diameter
(13.3 um) than those found in coal fuels. For a test duration of
3 h, they found the net particle loading to be 165 ppmw/h (parts
per million by weight per hour), which resulted in an average
deposit thickness of 1.3 mm.

Deposition of contaminants and other particulate matter present
in the mainstream gas takes place through an impingement pro-
cess in which the particles make contact with and adhere to the
surface. The first row of vanes is directly subjected to the com-
bustion products that exit the combustion chamber. This direct
exposure results in an elevated level of particulate deposition via
impingement [8]. The mechanism for this can be attributed to
particle breakup and redistribution upon impacting the component
wall surface [9]. More specifically, the leading edge film-cooling
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Fig. 1 lllustration of the wind tunnel facility

regions on a turbine vane endwall are most prone to this deposi-
tion phenomenon since this is the first relatively cold surface the
hot mainstream flow encounters as it enters the turbine. Bons et al.
[10] showed through their turbine surface measurements that the
leading edge region will have the greatest degradation. Other tur-
bine component measurements by Taylor [11] and Tarada and Su-
zuki [12] revealed that all regions of a turbine blade and vane are
prone to deposition and surface roughening at varying levels.

Bonding of ash and other contaminants to turbine component
surfaces is also dependent on the properties of the hardware.
Some studies have been performed that specifically report the ef-
fects of surface roughness on film cooling. Goldstein et al. [13]
placed cylindrical roughness elements at the upstream and down-
stream location of film-cooling holes on a flat plate. They ob-
served that at low blowing rates, there is a decrease in adiabatic
wall effectiveness by 10-20% over a smooth surface. However, at
higher blowing rates, they observed an enhancement of 40-50%
in cooling performance. Schmidt et al. [14] did a similar study
using conical roughness elements. They found a higher degrada-
tion of film-cooling effectiveness at lower momentum flux ratios
than at higher momentum flux ratios. Barlow and Kim [15] stud-
ied the effect of a staggered row of roughness elements on adia-
batic effectiveness. They found that roughness degraded cooling
effectiveness compared to a smooth surface and that smaller ele-
ments caused a greater reduction than larger elements.

In addition to these studies, Cardwell et al. [16] showed that an
endwall surface with uniform roughness decreased cooling effec-
tiveness at higher blowing ratios but at lower blowing ratios there
was no significant change. More recently, Sundaram and Thole
[17] conducted a study to investigate the effect of localized depo-
sition at the leading edge of a vane endwall. Their results indi-
cated that deposits of smaller heights placed in the leading edge
region enhanced the adiabatic effectiveness levels. They also
found that the adiabatic effectiveness levels degraded with the
increase in deposit height.

In summary, the current literature contains few studies that have
focused on understanding how surface deposition affects the film-
cooling performance along an endwall in a turbine. The results
from this study shed some new light onto the flow physics asso-
ciated with film cooling along the pressure side of turbine vane
endwall and thus allow improvements to be made in endwall de-
signs.

Experimental Methodology

The cascade test section was placed in the closed loop wind
tunnel facility shown in Fig. 1. The flow encounters an elbow
downstream of the fan and passes through a primary heat ex-
changer used to cool the bulk flow. The flow is then divided into
three channels including the center passage and two cooled sec-
ondary passages located above and below the test section. Note
that only the top secondary passage was used for this study. The
primary core flow, located in the center passage, passes through a
heater bank where the air temperature is increased to about 60°C.
The secondary flow, in the outer passage, was cooled to 20°C,
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Table 1 Geometric and flow conditions

Scaling factor 9

Scaled up chord length (C) 59.4 cm
Pitch/Chord (P/C) 0.77
Span/Chord 0.93

Hole L/D 8.3

Re;, 2.1X10°
Intel and exit angles 0 deg and 72 deg
Inlet, exit Mach number 0.017 0.085
Inlet mainstream velocity 6.3 m/s
Upstream slot width 0.024 C

thereby maintaining a temperature difference of 40°C between
the primary and secondary flows. The secondary flow provided
the coolant through the film-cooling holes located on the endwall
within the test section. For all of the tests carried out in this study,
a density ratio of 1.1 was maintained between the coolant and
mainstream flows. Since the density ratios were not matched to
that of the engine, the velocity ratios for the cooling holes were
significantly higher than those found in an engine for the same
mass flux or momentum flux ratios. In this study, momentum flux
ratios were set relevant to engine conditions as previous studies
have shown that momentum flux ratios scale the jet lift-off well
for flat plate cooling.

Downstream of the flow and thermal conditioning section is the
test section that consists of two full vane passages with one center
vane and two half vanes. Table 1 provides a description of the
turbine vane geometry and operating conditions. The vane geom-
etry used in the current study is a commercial first-stage vane
previously described by Radomsky and Thole [18]. A detailed
description of the endwall construction has been previously de-
scribed by Knost and Thole [19] and Sundaram and Thole [17],
who used the exact same film-cooling geometries that were used
for this study. The endwall of the vane was constructed of 1.9 cm
thick, low-density foam having a low thermal conductivity of
0.033 W/m K, which was mounted on a 1.2 cm thick Lexan
plate. The cooling hole pattern on the endwall was cut with a
five-axis water jet to ensure precision and integrity. The endwall
surface was covered with 36 grit sandpaper to simulate a uniform
surface roughness. The sandpaper corresponded to an equivalent
sand grain roughness of 420 um at the engine scale. In addition to
the surface roughness, the endwall also simulated a combustor-
turbine interface gap upstream of the vane and a vane-to-vane
interface gap between the vanes. In all, the endwall used in this
study simulated the geometries and surface conditions of an actual
engine.

The inlet turbulence intensity and length scales were measured
to be 1.3% and 4 cm, respectively. These tests were carried out at
a low turbulence intensity of 1.3% to isolate the effects of deposits
on endwall adiabatic effectiveness levels. For every test condition,
the dimensionless pressure coefficient distribution was verified to
ensure periodic flow through the passages. To set the coolant mass
flow rate through the film-cooling holes, a global blowing ratio
was calculated using an inviscid blowing ratio along with a global
discharge coefficient Cp, that was obtained from CFD studies re-
ported by Knost and Thole [20].

Instrumentation and Temperature Measurements. A FLIR
P20 infrared camera was used to spatially resolve adiabatic wall
temperatures along the vane cascade endwall. Measurements were
taken at six different viewing locations to ensure that the entire
endwall surface was thermally mapped. The camera was placed
perpendicular to the endwall surface at a distance of 55 cm from
the endwall. Each picture covered an area of 24 X 18 cm?, with
the area being divided into 320 X 240 pixel locations. The spatial
integration circle of the camera had a diameter equal to 0.715 mm
(0.16 hole diameters). Thermocouples were also placed on the
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endwall surface at different locations to directly measure the tem-
perature and to postcalibrate the infrared images. The postcalibra-
tion process involved setting the surface emissivity at a constant
value of 0.92 and the background temperature (~45°C) was then
adjusted until the temperatures from the infrared images were
within 0.05°C of the corresponding thermocouple data. Six cam-
era images were taken at each of the viewing locations and an
in-house MATLAB program was used to obtain a single averaged
picture. The same program was also used to assemble the aver-
aged pictures at all locations to give a complete temperature dis-
tribution along the passage endwall.

Freestream temperatures were measured at multiple locations
along the vane pitch and the average was determined by using a
thermocouple rake consisting of three thermocouples along the
span. It was found that the variations along the pitch were less
than 0.2°C and along the span they were less than 1.5°C. Voltage
outputs from the thermocouples were acquired using a 32 channel
National Instruments data acquisition module and a 12 bit digitiz-
ing card. All temperature data were acquired and compiled after
the system reached a steady state operating condition.

The one-dimensional conduction correction method described
by Ethridge et al. [21] was applied in a point-by-point manner to
all adiabatic effectiveness measurements made on the endwall sur-
face. This correction involved measuring the endwall surface ef-
fectiveness without flow passing through the film-cooling holes.
This required the film-cooling holes to be blocked on the endwall
in the passage under study; however, similar film-cooling flow
rates were maintained through the adjacent passage to ensure the
correct boundary condition was established under the endwall.
The resulting correction in adiabatic effectiveness 7, was found to
be 0.16 at the entrance of the vane passage for a 7,,.,s value of
0.9, and 0.02 at the exit of the vane passage for a 7., value of
0.2.

Experimental Uncertainty. An uncertainty analysis was per-
formed on the adiabatic effectiveness measurements using the par-
tial derivative method described by Moffat [22]. The precision
uncertainty was determined by taking the standard deviation of six
measurement sets of IR camera images with each set consisting of
six images. The precision uncertainty of the measurements was
found to be +0.014°C. The bias uncertainty was *1.0°C based
on the camera specifications supplied by the manufacturer. The
bias uncertainty of the thermocouples was *=0.5°C. The total un-
certainty was then calculated to be =1.02°C for the infrared im-
ages and *£0.51°C for the thermocouples. The uncertainties in the
measured adiabatic effectiveness 7,.,s and the correction adia-
batic effectiveness 7, were determined based on its partial deriva-
tive with respect to each temperature in the definition and the total
uncertainty in the temperature measurements. The uncertainty in
the measured adiabatic effectiveness was then calculated to be
O meas= = 0.03 for all values of 7,5 Similarly, there is an un-
certainty associated with the correction adiabatic effectiveness,
which was estimated to be d7,= = 0.03 at all values of 7,. Hence
the total uncertainty in the adiabatic effectiveness 7 was calcu-
lated to be dn= *0.04 over the entire measured range.

Test Design. The primary aim of this study was to investigate
the effects of surface deposition on the adiabatic effectiveness
levels along the pressure side of the vane endwall. This study was
designed to examine deposition on (1) the upstream and down-
stream sides of the cooling hole rows, (2) a single cooling hole
row, and (3) multiple cooling hole rows. The tests were conducted
for three different film-cooling mass flow rates corresponding to
0.5% (M;,=1.6), 0.75% (M;,=2.3), and 0.9% (M;,=2.7) of the
total passage mass flow rate for one vane pitch. Note that for all
cases there was a 0.75% coolant flow from the upstream slot,
which simulated the combustor-turbine interface gap.

Figure 2 shows a schematic of a row of film-cooling holes and
the location of the upstream and downstream deposition with re-
spect to the cooling row. Figure 2 also illustrates the cross-
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Fig. 2 Illlustration of the deposit shape and geometry tested
along the pressure side of the vane endwall

sectional shape of the semielliptical deposits used in this study. A
detailed description of the shape and construction of the deposit
was previously described by Sundaram and Thole [17]. For this
study, a constant deposit height was used such that #/D=0.8 and
w/D=2, where D is the film-cooling hole diameter. The deposit
height was not varied in this study since Sundaram and Thole [17]
showed that 4/ D=0.8 is representative of most results achieved
for surface depositions.

Figure 3 shows the film-cooling hole arrangement on the pres-
sure side of the vane endwall. Note that these holes are aligned in
the axial direction such that they inject flow directly toward the
vane. Studies were conducted with single row and multiple row
deposits on the first four rows of cooling holes along the vane
pressure side, where each row contains three holes. The first row
is located nearest to the leading edge of the vane and the fourth
row is located closer to the trailing edge. The deposit on the first
row will be referred to as 1R1 where the first numeral designates
the number of rows that have deposits, and the second numeral
designates the row in which the deposit was placed. Similarly, the
single row deposit on the second film-cooling row will be referred
to as 1R2, the third row as 1R3, and the fourth row as 1R4. These
studies were carried out for a low film-cooling flow rate of 0.5%
and a high flow rate of 0.9% through the cooling holes.

Figure 4 shows a schematic of the configuration for multiple
row deposition study. This study was carried out by sequentially
increasing the number of row deposits from Rows 1-4 along the

gooogoo0o0oQ

Fig. 3 lllustration of the single row deposition on the pressure
side along four film cooling rows
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Fig. 4 lllustration of the multiple row deposition on the end-
wall along the pressure side

pressure side. Deposits placed along Row 1 will be referred to as
1R, which is similar to the single row 1R1 configuration. When
the deposits are placed simultaneously along Rows 1 and 2, it will
be referred to as 2R. Similarly, the configuration where deposits
are placed simultaneously along three and four film-cooling rows
will be referred to as 3R and 4R, respectively.

Discussion of Results

Base line tests were conducted without any deposits on the
pressure side of the rough endwall surface. Figures 5(a)-5(c)
compare the contours of adiabatic effectiveness for the base line
study with varying film-cooling flow rates. It was found that with
an increase in flow rate, the adiabatic effectiveness levels in-
creased on the pressure side. From Fig. 5(a), it can be seen that at
a coolant flow rate of 0.5%, the coolant spreads in the direction of
the mainstream passage flow. At this coolant level, the coolant
exiting the film-cooling holes follows the mainstream flow path
toward the suction side in spite of the coolant injection direction
being toward the pressure side. As a result, there is a formation of
a thin hot band along the endwall junction. With the increase in
coolant flow rate to 0.75%, there is an improved streamwise
spreading of the coolant resulting in an increase in the adiabatic
effectiveness levels. For the 0.75% flow rate, the width of the hot
band decreases in size as the coolant extends further along the
endwall toward the vane-endwall junction. Further increasing the
cooling flow rate to 0.9% resulted in a very small increase in
adiabatic effectiveness levels with the coolant behavior being
similar to the 0.75% case.

The overall effect of the cooling mass flow rate was quantified
by examining the laterally averaged adiabatic effectiveness, 7.
The lateral averaging was performed across the pitch in the
streamwise direction within the boxed region shown in Fig. 5(a).
Figure 6 shows the laterally averaged effectiveness for the 0.5%
base line study along the pressure side. It can be seen that the
effectiveness levels increase into the passage with the addition of
coolant from each successive cooling row. However, downstream
of Row 4 there is a decrease in 7 as the number of cooling holes
in each row decreases.

041006-4 / Vol. 130, OCTOBER 2008

Fig. 5 Contours of adiabatic effectiveness showing the effect
of increasing the film cooling mass flow rate on the pressure
side for the base line study

Also shown in Fig. 6 is the augmentation in % as a result of
increasing the coolant mass flow rate from 0.5% to 0.75% and
0.9%. Note that the values less than one are reductions in effec-
tiveness levels and values greater than one are enhancements in
effectiveness levels. An overall enhancement was achieved by in-
creasing the coolant flow rate to 0.75% and a further increase to
0.9% resulted in minimal change in the enhancement levels. A
flow rate of 0.9% showed higher effectiveness enhancement than
0.75% downstream of Rows 1 and 2; however, downstream of
Row 3 the cooling flow rate of 0.75% showed higher effectiveness
enhancement than 0.9%. This reduction in effectiveness levels
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Fig. 6 Laterally averaged effectiveness for the base line study
with 0.5% cooling flow rate, and enhancements in laterally av-
eraged effectiveness for the 0.75% and 0.9% mass flow rates
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Fig. 7 Contours of adiabatic effectiveness comparing the ef-
fect of deposition at a film cooling flow rate of 0.5%

downstream of Row 3 at 0.9% coolant flow rate is because the jets
are injected at a higher trajectory leading to more mixing with the
mainstream flow.

Effect of Simultaneous Multiple Row Deposits. Surface mea-
surements made on a vane endwall by Bons et al. [10] revealed
that deposition could occur at any location around the film-
cooling hole. To study these effects, the base line study results
were compared to cases in which the deposits were placed at the
upstream side, downstream side, and both upstream and down-
stream sides of the cooling rows.

Figures 7(a)-7(d) compare the contours of adiabatic effective-
ness levels for the three deposit configurations with the base line
study. Note that deposits were simulated for the first four rows of
cooling holes with a constant coolant flow rate of 0.5% through
the film-cooling holes. Comparisons were made at a constant
coolant flow rate of 0.5% as it is more representative of actual
engine conditions. Comparing the downstream deposition shown
in Fig. 7(b) to the base line study in Fig. 7(a), it is seen that this
deposit configuration causes an overall reduction in adiabatic ef-
fectiveness levels. The deposit deflects the coolant jets toward the
vane-endwall junction on the pressure side, which is the designed
direction of the jets. The deposit acts to locally reduce the endwall
cross-passage pressure gradient near the holes that would other-
wise pull the coolant toward the suction surface of the adjacent
vane. As the coolant flows toward the junction, there is an overall
reduction in effectiveness downstream of the cooling rows.

Upstream deposition shown in Fig. 7(c) resulted in more cool-
ant flowing toward the endwall junction and caused a higher re-
duction in effectiveness levels downstream of the cooling rows,
relative to downstream deposition. Similar to these results, placing
deposits on both upstream and downstream sides of the cooling
rows (Fig. 7(d)) resulted in the bulk of the coolant becoming more
confined and streamlined toward the vane-endwall junction.

From Fig. 7(a), it can be seen that for the base line case, the
coolant from the pressure side flowed more toward the suction
side resulting in higher effectiveness downstream of the holes as
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Fig. 8 Reduction in laterally averaged adiabatic effectiveness
as a result of deposition located upstream, downstream, and
on both sides of the cooling rows

compared to Figs. 7(b)-7(d). Placing deposits along the pressure
side cooling holes redirected the coolant toward the vane-endwall
junction on the pressure side causing an overall reduction in the
effectiveness levels downstream of the cooling rows.

The above effects can be further quantified by comparing the
laterally averaged effectiveness. Figure 8 shows the reduction in 7
as a result of deposits located upstream, downstream, and on both
upstream and downstream sides of the cooling rows. Also shown
in Fig. 8 are the average local blowing ratios for each row of holes
along the pressure side for a coolant mass flow rate of 0.5%.
Computational predictions of the local static pressure (and local
external velocity at each hole location) were used to quantify the
local coolant blowing ratios from each cooling hole. It was seen
that deposits upstream of the cooling rows and on both upstream
and downstream sides of the cooling rows caused similar and
higher degradation than deposits placed downstream of the cool-
ing rows. As such, it can be concluded that the upstream deposits
have a more dominating effect than the downstream deposits on
degrading the effectiveness when the deposits are placed on both
upstream and downstream sides of the cooling rows. Note that the
deposits were placed on the first four cooling hole rows, but the
effects are present on all the six rows. This is because in the
absence of the deposits the coolant from the upstream rows adds
to the effectiveness of the downstream rows, but with deposits, the
coolant gets deflected toward the vane-endwall junction. This
causes a reduction in effectiveness levels downstream of the cool-
ant rows and the effect cascades to all the six rows.

An overall effect of deposits on the adiabatic effectiveness lev-
els can be compared by using the area averaged effectiveness.
Note that the area used was that shown in the box in Fig. 5(a).
Figure 9 compares the area averaged adiabatic effectiveness levels
for the different deposit configurations with the base line study for
each of the three film-cooling flow rates. At a film-cooling flow
rate of 0.5%, the overall effectiveness levels are the lowest for
deposition on the upstream and on both sides of the cooling rows.
Reduction in adiabatic effectiveness levels were seen at all the
three coolant flows for the three deposit configurations, relative to
the base line study. As shown earlier, the adiabatic effectiveness
levels improved with an increase in coolant flow for the base line
study. A similar trend in increased effectiveness levels with in-
creased coolant flow was seen for the downstream deposition, but
the overall levels were still lower than the base line study. For
deposition on the upstream location and on both upstream and
downstream sides of the cooling row, an increase in effectiveness
levels were seen from 0.5% to 0.75%, but a further increase to
0.9% reduced the effectiveness levels. The reduction in effective-
ness levels for deposits on both sides was higher than the up-
stream deposition at a coolant flow rate of 0.9%. Deposits on both
sides showed the highest reduction in effectiveness levels and
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Fig. 9 Area averaged effectiveness comparing the base line
study to the deposition located upstream, downstream, and
both upstream and downstream

showed the combined effect of upstream and downstream deposi-
tions. As such, the configuration of placing deposits on both sides
of the cooling rows was used to investigate the effects of single
row and multiple row depositions.

Effect of Single Row Deposits. Tests were also performed by
placing individual row deposits from Row 1 to Row 4 for film-
cooling flow rates of 0.5% and 0.9%. The aim of these studies was
to determine the row-to-row deposit interaction. Figure 10 com-
pares the degradation in laterally averaged effectiveness as a result
of single row deposition at a coolant mass flow rate of 0.5%. The
smallest reduction in adiabatic effectiveness occurred at Row 1 for
configuration 1R1. When the deposits were placed at Row 2, there
was a 40% reduction caused by deposit 1R2 at that location and
its effect is carried further downstream. Similarly, the local reduc-
tion in adiabatic effectiveness because of deposits 1R3 and 1R4 at
location Row 3 and Row 4 was also found to be near 40%. It can
be seen that at the location of the deposit there is a maximum
reduction in adiabatic effectiveness levels.

The overall effect of single row deposits on the pressure side
can be compared with the area averaged adiabatic effectiveness,
as shown in Fig. 11. Adiabatic effectiveness values were averaged
over the pressure side film-cooling rows for the area shown in Fig.
5(a) (boxed region). Figure 11 compares the effect of deposits
with the base line study at a low coolant flow rate of 0.5% and a
high coolant flow rate of 0.9%. Deposits placed in Row 1 resulted
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Fig. 10 Reduction in laterally averaged effectiveness as a re-
sult of single row deposits located along the pressure side at a
coolant flow rate of 0.5%
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Fig. 11 Area averaged effectiveness comparing the effect of
single row deposition with the base line for a low and a high
film cooling flow rate

in very little effect on the overall effectiveness at both the coolant
flow rates. This is explained by the fact that at Row 1 the local
blowing ratio is higher than the succeeding cooling row within the
passage, which results in coolant jet lift-off. As a result, the de-
posit at Row 1 does not deflect the coolant jets and hence there is
no degradation in adiabatic effectiveness levels, Whereas the de-
posit configurations 1R2, 1R3, and 1R4, placed at Rows 2, 3, and
4, respectively, resulted in a similar overall degradation in effec-
tiveness. It can be concluded that the individual effect of a single
row deposit on the overall adiabatic effectiveness levels on the
pressure side is independent of its location since it results in a
similar overall reduction in effectiveness levels.

Effect of Sequentially Added Multiple Row Deposits. In ad-
dition to single row deposits, a study was conducted on the effects
of multiple cooling row depositions along the pressure side. This
was done by sequentially increasing the number of row deposits
from one row (1R) to four rows (4R) along the pressure side.
Figure 12 compares the degradation in laterally averaged adiabatic
effectiveness with deposits placed on a single film-cooling row to
those with deposits placed on two, three, and four rows at a cool-
ant mass flow rate of 0.5%. It can be seen that the deposit at
location 1R (same as deposit 1R1) has very little effect on the
pressure side effectiveness levels, whereas deposit configurations
2R, 3R, and 4R have a substantial effect on lowering the effec-
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Fig. 12 Reduction in laterally averaged effectiveness as a re-
sult of sequentially added multiple row deposits on the pres-
sure side at a coolant flow rate of 0.5%
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Fig. 13 Area averaged effectiveness comparing the effect of
multiple row deposition with the base line for a low and a high
film cooling flow rate

tiveness levels downstream of the film-cooling holes. Sequentially
increasing the number of deposits rows had a cascading effect on
lowering the effectiveness levels.

The overall result of multiple row deposits was further quanti-
fied by comparing the area averaged effectiveness levels along the
pressure side. Figure 13 compares the effect of increasing the
number of deposit rows with the base line study at coolant mass
flow rates of 0.5%, 0.75%, and 0.9%. At the low mass flow rate of
0.5%, there is a reduction of 10% in effectiveness levels with the
successive increase in the number of deposit rows from IR to 3R.
There was only a slight continued reduction in effectiveness levels
from changing the deposit configuration from 3R to 4R. At the
high flow rate of 0.9%, there was a near linear reduction of 10%
in the area averaged effectiveness levels with a sequential increase
in the number of row deposits. Note that the trends shown at the
coolant flow rate of 0.75% were consistent with the high coolant
flow rate of 0.9%. Multiple row deposits on the endwall were
found to have a detrimental effect on the effectiveness levels
along the pressure side. This multiple row deposition is most
likely what occurs in an actual engine.

Superposition of Deposits. An overall comparison of the lat-
erally averaged adiabatic effectiveness between the base line
study, single row deposition study (1R1), and the multiple row
deposition (4R) study is shown in Fig. 14 at a film-cooling flow
rate of 0.5%. The question of whether or not the results from the
four row deposit study (4R) can be accurately predicted by super-
imposing the results from single rows of deposits is an important
one. Two superposition approaches were considered to determine
if the results from a single hole row were cumulative.

The first method involved using the superposition method de-
veloped by Sellers [23] to predict the overall reduction in 7 due to
multiple row deposition. The reduction in 7 at the first film-
cooling row due to a single row deposit was calculated to be
A71R1= Thaseline— Mir1- Similarly, reductions along Rows 2, 3, and
4 were calculated to be A7r;, A%r3, and A7 r4, respectively.
Using the above single row reductions in adiabatic effectiveness,
the overall reduction in adiabatic effectiveness A7yyean Was cal-
culated by applying the method developed by the Sellers [23].
Then the predicted result was simply A74r= Tascline— A Toverall
and the result is shown in Fig. 15. It can be seen that this method
resulted in overpredicting the degradation in 7 at each film-
cooling hole row by about 40%.
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Fig. 14 Comparison of 7 between the base line and cases 1R1
and 4R (film cooling at 0.5%)

The second superposition method involved using the reduction
in 7 from the base line due to adding a single row of deposits at
each individual corresponding row of film-cooling holes. This re-
sulted in a prediction of the form A7ur=Mpascline—A7IR]
—A7ro—A7r3—A7r4 and the results are also shown in Fig. 15.
It can be seen that this second method also resulted in overesti-
mating the reduction in 7 and the error at each film-cooling row
was about 40% similar to Method 1.

This study indicates that there is not a linear cumulative effect
in adding the reduction in resulting from the single row of depos-
its in order to predict the results when multiple rows of deposits
are present. This is due to the fact that there is a varied effect that
the deposits at the downstream hole row have on adiabatic effec-
tiveness levels at the upstream hole rows. The degrading effect on
the adiabatic effectiveness levels at the upstream hole row due to
deposits on the downstream hole row is contingent upon the si-
multaneous presence of a deposit at the upstream location. This
effect violates most superposition methods and hence there is a
discrepancy between the predicted and measured adiabatic effec-
tiveness levels. Another important result is that from viewing
Figs. 10, 12, and 14, it can be seen that the third row was the row
that was most affected by the presence of the deposits in both the
single row configurations and the multiple row configurations.
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Fig. 15 Comparison of two superposition methods in predict-
ing the results for the four row deposition study (film cooling at
0.5%)
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Conclusions

Measurements of adiabatic effectiveness levels were presented
on a turbine vane endwall with simulated surface depositions. The
depositions were studied along the pressure side of the endwall,
and were placed upstream, downstream, and on both sides of four
rows of film-cooling holes. The focus of this paper was on evalu-
ating the effect of single row, multiple row, and sequentially
added deposits to the overall reductions that would occur for end-
wall film cooling. The effect of the deposits on endwall adiabatic
effectiveness levels was compared with a base line study having
no surface deposition.

It was found that deposition upstream and on both the upstream
and downstream of the cooling holes resulted in similar and
higher degradation in effectiveness levels than deposition located
just downstream of the cooling holes. When using deposits on
both the upstream and downstream regions of the cooling holes,
the effect of a single row deposition was investigated. The single
row deposits resulted in similar degradation of the total area av-
eraged effectiveness that was independent of row location, with
the exception of the first row, which showed little degradation.

Sequentially increasing the number of deposition rows resulted
in a significant decrease in the overall adiabatic effectiveness lev-
els. The results indicate that there is a linear reduction in adiabatic
effectiveness levels with the sequential increase in the number of
row deposits. This effect is more prominent at the higher coolant
flow rate of 0.9% than at the lower flow rate of 0.5%.

Finally, the work presented in this paper indicates that by ap-
plying superposition methods the degradation in adiabatic effec-
tiveness can be predicted within a 40% error. The overprediction
using superposition occurs because of the large effect that the
downstream deposits can have on upstream rows when deposits
are placed along multiple rows.
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Nomenclature

C = true chord of stator vane

D = diameter of film-cooling hole

h = height of the deposit

L = film-cooling hole length

M,;, = blowing ratio based on inlet mainstream veloc-

ity Minzijj/pinUin
coolant mass flow rate
vane pitch, hole pitch
pressure side
Reynolds number defined as Re;,=CU;,/v
span of stator vane
temperature
velocity
width of the deposit
local coordinates
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Greek
Tmeas = Mmeasured adiabatic effectiveness, 7yeas=(Tw

_Tmeas)/(Too_TJ)

= correction adiabatic effectiveness

= adiabatic wall effectiveness, 7=(7meas— 1)/ (1
- 770)

= laterally averaged effectiveness

area-averaged effectiveness

= kinematic viscosity

33

ASIENTTEN]
Il

Subscripts
aw = adiabatic wall
in = inlet conditions
Jj = coolant flow through film-cooling holes
o = Jocal freestream conditions
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The Augmentation of Internal
Blade Tip-Cap Cooling by Arrays
of Shaped Pins

The objective of the present study is to demonstrate a method to provide substantially
increased convective heat flux on the internal cooled tip cap of a turbine blade. The new
tip-cap augmentation consists of several variations involving the fabrication or place-
ment of arrays of discrete shaped pins on the internal tip-cap surface. Due to the nature
of flow in a 180 deg turn, the augmentation mechanism and geometry have been designed
to accommodate a mixture of impingementlike flow, channel flow, and strong secondary
flows. A large-scale model of a sharp 180 deg tip turn is used with the liquid crystal
thermography method to obtain detailed heat transfer distributions over the internal
tip-cap surface. Inlet channel Reynolds numbers range from 200,000 to 450,000 in this
study. The inlet and exit passages have aspect ratios of 2:1, while the tip turn divider-
to-cap distance maintains nearly the same hydraulic diameter as the passages. Five
tip-cap surfaces were tested including a smooth surface, two different heights of alumi-
num pin arrays, one more closely spaced pin array, and one pin array made of insulating
material. Effective heat transfer coefficients based on the original smooth surface area
were increased by up to a factor of 2.5. Most of this increase is due to the added surface
area of the pin array. However, factoring this surface area effect out shows that the heat
transfer coefficient has also been increased by about 20-30%, primarily over the base
region of the tip cap itself. This augmentation method resulted in negligible increase in

Ronald S. Bunker
GE Global Research Center,
Niskayuna, NY 12309

tip turn pressure drop over that of a smooth surface. [DOI: 10.1115/1.2812333]

Introduction

The cooling of high temperature turbine blades must include all
regions exposed to the hot gas flows. Blade tip turn regions are
conventionally cooled using a combination of internal convection
regions and external film and/or tip bleed cooling holes. One very
common form of internal cooling is that of serpentine passages
creating in essence a 180 deg turn region under the blade tip cap.
In the case of closed-circuit cooled blades, whether by air or
steam cooling, no film or tip bleed holes are present, so cooling is
only by internal means. Such nonfilm cooled designs result in
higher heat loads and potentially higher thermal stresses in the
blade tip material, and therefore present greater cooling chal-
lenges. This is true of blade tips formed by integral investment
casting, or by the joining of tip caps into blade castings. Methods
of increasing the internal convective cooling in these tip-cap re-
gions, both for open-circuit and closed-circuit cooling designs, are
therefore required to increase blade life and reliability.

The present state of the art for cooling of blade internal tip turn
regions, and the tip-cap surface of the 180 deg turn specifically,
consists of the use of smooth (cast or machined) internal surfaces
that are naturally augmented by the enhanced heat transfer coef-
ficients due to the three-dimensional flow turning and
pseudoimpingement present. The use of film cooling and tip bleed
holes can increase the overall cooling effectiveness of these re-
gions but are restricted to open-circuit, air-cooled designs and
have only limited benefit due to the very complex nature of the tip
region hot gas flow. Internal convective cooling is the primary
means of assuring tip-cap integrity in all designs. The effect of
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turning flow-induced secondary flows in the tip turn regions
serves to somewhat lessen the natural cooling augmentation noted
due to the radial inflow motion of the secondary flow. These sec-
ondary flows were detailed through particle imaging velocimetry
measurements in the study of Schabacker et al. [1]. Their mea-
surements at Reynolds number of 50,000 in a sharp 180 deg turn
showed weak recirculating flows in the upstream corners of the
turn, strong impingement flows over the initial and midturn re-
gions, followed by a very dominant dual vortex pair generated in
the downstream portion of the turn. The tip-cap heat transfer can
be expected to follow these flow features in its distribution. For
example, the corner regions of the turn should develop lower heat
transfer coefficients due to flow recirculation. It is generally felt
that such zones are minor and more than offset by the unsteadi-
ness in the flow and the thermal averaging effects of the surround-
ing material.

In serpentine blades, the 180 deg turns under the blade tip are
typically treated in design as surfaces of constant heat transfer
coefficient of the order of two to three times that of fully devel-
oped turbulent duct flow at the same Reynolds number. In the
study of Han et al. [2], mass transfer data were obtained for
smooth surface tip turn surfaces with both smooth and turbulated
inlet/exit channels. Their inlet and exit channels had aspect ratio
of 1:1 with a rib divider gap equal to the hydraulic diameter. They
found the all-smooth case with Re number of 30,000 to have an
average tip heat transfer augmentation factor of 1.8 compared to
the fully developed heat transfer in the inlet channel. A factor of
2.5 was found when the inlet/exit channels were turbulated to
provide a far higher level of fluid turbulence; in essence, the inlet
channel turbulation raised the entire level of augmentation for the
tip surface internal heat transfer.

Strong centrifugal forces, in addition to the generally high pas-
sage Reynolds number, overcome the secondary flow effects and
lead to heat transfer coefficients well above those of fully devel-
oped, stationary smooth duct flow. As such, rotational effects are
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expected to have little or no detrimental influence on the tip-cap
surface heat transfer. Mochizuki et al. [3] showed that rotational
effects do not diminish the heat transfer coefficient enhancements
on the internal tip-cap surface. Wagner et al. [4] tested a multipass
serpentine channel with entirely smooth walls at both nonrotating
and rotational number 0.24 conditions with Reynolds number of
25,000. The tip turn surface average heat transfer coefficient of
the radially outflow channel was augmented by about 50%. How-
ever, Wagner et al. [5] performed a similar study in the same
serpentine with repeated normal turbulators using the same overall
flow conditions and found the average tip turn surface heat trans-
fer coefficient augmentation to be about 10%. The turbulators of
this latter study did not extend into the turn region. Both studies
used channel aspect ratio of unity. From such prior evidence of
averaged tip turn heat transfer, one may conclude that rotational
effects will not degrade the tip surface heat transfer compared to
stationary data and, in fact, might further augment cooling.

Heat transfer coefficient augmentation for tip turn internal sur-
faces depends on other factors as well, including the channel as-
pect ratio, transition of channel shape through the turn, Reynolds
number, internal divider spacing to the tip surface, specific turbu-
lation form of the inlet/exit channels, and also any other surface
augmentation used through the turn region. A review of the tip
turn geometries used in several previous studies is presented by
Liou et al. [6], along with their own study of the effect of divider
rib thickness. Virtually all past studies used either fully rounded,
corner-rounded, or sharp 180 deg turns and generally confined the
geometry to a 1:1 aspect ratio in the channel with the same aspect
ratio between the divider and tip cap. This latter spacing has a
definite effect on the turn flow field and heat transfer. One can
visualize that a very large spacing would weaken the heat transfer
on the tip-cap surface by allowing the flow to bypass through a
large turn area. The general rule of thumb for this divider spacing
is that it should be between one and two passage hydraulic diam-
eters. This design rule is not substantiated in the literature relative
to internal heat transfer effects but is actually imposed primarily
for the control of turning pressure losses within the cooling cir-
cuits.

Several studies exist, such as that of Metzger et al. [7], in which
turbulators are placed on the major adjacent walls through turning
regions to provide uninterrupted heat transfer augmentation on all
surfaces. Abuaf and Kercher [8] provided the detailed heat trans-
fer coefficient distribution for a three-pass serpentine cooling cir-
cuit, in which the 180 deg tip turn major adjacent walls through
turn regions (inside of the airfoil pressure and suction surfaces,
not on the tip-cap surface) were turbulated to obtain continuous
augmentation. In addition, other design features have been pro-
posed and used, for example, by Metzger et al. [9] and also
Rathjen et al. [10], in which a turning vane is placed in the turn
path to further direct cooling flow at the tip-cap surface or to
avoid low velocity flows in corners and around dividers. These
turning vanes are positioned as connecting elements between the
pressure and suction side internal surfaces, again not on the tip-
cap surfaces.

A fairly large literature base exists concerning the augmentation
of heat transfer coefficients through the use of pin or pedestal
arrays of various shapes and spacing. This literature generally
deals with either developed channel flows or jet impingement
flow. The effect of pin-fin arrays on channel heat transfer is docu-
mented in the research of VanFossen [11] and also Metzger et al.
[12], showing the substantial increase of heat transfer enhance-
ment levels with successive pin rows. The effects of pin fillets,
typically required for any cast features in cooled airfoils, are
shown in the study of Wang et al. [13]. Pin arrays in the form of
discrete shaped bumps have recently received increased attention
as augmentation means for impingement cooling. The study of
Son et al. [14] examined the use of cylindrical surface pins under
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impingement jets for a flat surface, while that of Taslim et al. [15]
investigated conical bumps to augment airfoil leading edge im-
pingement cooling. Both studies found heat transfer to be aug-
mented by at least the increased surface area ratio factor. Also of
great significance was the finding that pressure losses were negli-
gibly affected by the use of such surface methods with impinge-
ment flows.

The object of the present study is to develop a method to pro-
vide as much as twice the current smooth surface convective heat
flux on the internal cooled tip-cap surface. This new tip-cap aug-
mentation consists of several variations involving the fabrication
or placement of arrays of discrete shaped pins on the internal
tip-cap surface. Due to the nature of flow in a 180 deg turn, the
augmentation mechanism and geometry must accommodate a
mixture of impingementlike flow, channel flow, and strong sec-
ondary flows.

Experimental Approach

The overall test model is composed of a two-pass serpentine
with sharp 180 deg tip turn as depicted in Fig. 1. As an average
representative tip turn region, the inlet and exit flow passages
were provided with an aspect ratio of 2:1, where the shorter walls
are the airfoil pressure and suction sides. The two-pass tip turn
model was scaled up to achieve a range of test Reynolds numbers
from 200,000 to 450,000 with atmospheric pressure discharge
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Fig. 2 Assembly view of test model

while maintaining a large enough size for full-surface data, as well
as a small enough flow rate for in-house air supply. Each channel
is 13.97 cm by 6.99 cm in size, with hydraulic diameter of
9.32 cm. Corresponding channel Mach numbers are from 0.091 to
0.192. A bellmouth inlet was used for the test model to reduce any
inlet distortions. The inlet channel length is about ten hydraulic
diameters. Both inlet and exit channels are smooth, without tur-
bulators. Only the tip internal surface is heated in this model,
which ignores any effect due to an upstream thermal flow devel-
opment. This simplification is considered justified by the highly
disrupted and three-dimensional nature of the tip turn flow, espe-
cially when tip surface augmentation is added. Figure 2 shows the
assembly view of the test model. The internal separation rib is
2.54 cm thick, making the full tip-cap section 3.97 cm by
16.51 cm. A distance of 8.89 cm was used for the flow gap be-
tween the rib end and the tip cap, about the same as the channel
hydraulic diameter as a rule of thumb. Figure 3 displays the moni-
toring pressures (P) and temperatures (7,) for the model. The tip
surface heat transfer coefficients are all based on the average of
temperatures 7,; and T.,, which differ by only a few degrees due
to the large flow rate and limited heated surface area. The test
method is that of thermochromic liquid crystals placed over an
Inconel thin foil heater. The tip and other walls are made of
2.54 cm thick acrylic. Each test surface is formed of a 0.762 mm
thick base aluminum plate with the desired features machined
integrally. The liquid crystals and heater are trapped between the
acrylic and the test surface. The color response of the liquid crys-
tals is viewed from the outside of the model tip turn surface.
Surface temperatures are measured utilizing the liquid crystal
video thermography method of Farina et al. [16]. A wide band
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Ps
P7.Tc2 + -<ijpm—m PG + +

Fig. 3 Instrumentation locations
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Fig. 4 Aluminum pin array test surface

liquid crystal (Hallcrest 40C5W) preapplied to a Mylar sheet was
calibrated over its entire color band. A curve fit of liquid crystal
hue verse calibration temperature was then used to calculate wall
temperatures. The wall heater system was a stack up consisting of
2.54 cm of acrylic insulation, liquid crystal sheet, adhesive, foil
heater, adhesive, and a 0.762 mm nominal aluminum plate. A thin
aluminum plate was used to allow for machining of thermal en-
hancement features while minimizing thermal resistance. Though
very thin, this plate will still result in some thermal spreading of
the local heat transfer data; the main effects and even many details
will still be apparent. A uniform heat flux boundary condition is
created by applying high-current, low-voltage dc power to the foil
heater. Liquid crystal images were taken with an red-green-blue
(RGB) charge coupled device (CCD) camera. Each data set is
comprised of four to six images taken at different heat flux set-
tings. Heat losses were measured to be less than 2% of the total
power input, as determined by nonflowing and internally insulated
powered tests over the range of heater settings and also monitored
by outside surface thermocouples. Radiation heat transfer is neg-
ligible in this test section relative to the total power and convec-
tive heat transfer. The definition of local heat transfer coefficient
used in this study is

h= (Qwall/ Awall)/ (Tsurface — Lair average)

where Q.. is the power input to the heater divided by the heater
area A,. The wall surface temperature is calculated using a one-
dimensional temperature drop from the liquid crystal surface to
the flow path surface. Experimental uncertainty in %, as calculated
using the methods of Kline and McClintock [17], is between 8%
and 15%. Higher uncertainty is associated with higher heat trans-
fer coefficients. The flow rate uncertainty is =1%.

Five test surfaces were employed for this study, each with stag-
gered pin arrays, described as follows:

1. smooth surface.

2. long aluminum pin array integrally machined on the
0.762 mm thick aluminum plate base as shown in Fig. 4.
The pins have height Z of 8.13 mm, diameter of 4.06 mm,
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Fig. 5 Aluminum base fillets with insulator pins

center spacing of 12.19 mm, pin tip radius of 1.524 mm, and
pin base fillet radius of 3.05 mm. Each pin on this plate has
a surface area enhancement of 4.07 relative to the smooth
surface, but due to the array spacing, the total surface area
enhancement is only 2.1.

3. long insulating pins on aluminum base fillets with the same
dimensions as the long aluminum pins as shown in Fig. 5.
The insulating material of the pins is Renshape, which has a
very low thermal conductivity (1 W/m K). The insulating
pins have attachment posts that extend inside the aluminum
bases. The total surface thermal active area enhancement in
this case is just 1.09.

4. short aluminum pin array of the same definition as above, in
which the pin height is half, or 4.06 mm. An angled view of
this pin array is shown in Fig. 6. Here, the surface area
enhancement is 1.43.

5. short aluminum pin array with pin height of 4.06 mm and an
increased density of pins achieved by decreased pin-to-pin
spacing of 7.11 mm. As shown in Fig. 7, this spacing results
in adjacent fillets that are almost touching. The surface area
enhancement is 1.8.

In all of the aluminum pin geometries, the estimated fin conduc-
tion efficiencies are essentially 1.0. Tip turn gap distance is mea-
sured to the base of the pin array surface. It should be noted that
the size and density of any pin array in the tip-cap region of a
blade must be weighed against the possible added weight and
resulting stress for the airfoil.

Results and Discussion

Smooth Surface. Figure 8 provides the smooth surface heat
transfer coefficient distributions in the form of Nusselt numbers
for Re numbers of 200,000, 310,000, and 440,000. The double
vortex flow pattern typical of such turn regions in 2:1 aspect ratio
channels is clearly evident, as is the impingementlike region at the
inlet side of the tip turn. Figure 9 provides the local and averaged
Nu numbers as normalized by the corresponding values for fully

Fig. 6 Short aluminum pin array
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Fig. 7 Dense pin array

developed, turbulent flow heat transfer based on the inlet channel
conditions. The fully developed channel Nu number was deter-
mined using the Dittus—Boelter correlation [18], as shown in Ref.
[19], of Nu=0.023 Re’#Pr%3. The present data indicate an average
tip turn surface heat transfer augmentation of only about 1.37—
1.15, decreasing as Re is increased. This augmentation magnitude
is much less than the 1.8 factor noted earlier from Ref. [2]. One
possible reason for this lower augmentation is the much higher Re

Turn exit

Turn inlet

E—

0 200 400 €00 800 100D

Fig. 8 Smooth tip turn Nu distributions for Re of 200,000,
310,000, and 440,000

Average = 1.229

Average = 1.151

Average = 1.368

N T
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1.6 1.I8
Fig. 9 Smooth surface tip heat transfer augmentation relative

to fully developed, turbulent duct flow for Re of 200,000,
310,000, and 440,000
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Fig. 10 Nu distributions for insulating pin array for Re of
200,000, 310,000, and 440,000

number of the present turn geometry, a full order of magnitude
higher. As previously shown in the study of Bunker and Osgood
[20], heat transfer coefficient enhancement magnitude can de-
crease as the Re increases at these higher Re levels, though the
heat transfer coefficient itself continues to increase. In that study,
a square channel was used with various turbulators at Re numbers
from 50,000 to 400,000. The average enhancement decreased
from about 2.25 to 1.75 over this range, a 22% decline. Applying
the same factor to the data of Ref. [2] would result in a 1.4 factor
of enhancement (treating the turn as a means for increased heat
transfer, like turbulators). At the lowest Re of 200,000, local heat
transfer enhancement factors are as high as 1.8. Another factor
that may influence the comparison is the channel aspect ratio. The
present study has aspect ratio of 2:1, while that of Ref. [2] used
1:1. This will most certainly affect the nature and strength of the
secondary flows with the expectation that lower heat transfer re-
gions of recirculating flows will be more significant in the present
test geometry.

Pin Array With Fin Efficiency of Zero. Figure 10 shows the
Nu distributions for the long pin array that has insulating material
forming the cylindrical pin sections. Figure 11 provides the distri-
butions of heat transfer coefficient enhancement factors relative to
the smooth surface data of Fig. 8. The double vortex flow struc-
ture pattern seen in the smooth surface results is highly washed
out to a more uniform distribution by the pin array. This is a result
of the flow turbulation and secondary flow disruption produced
locally by each pin and in ensemble by the array. Over the tip turn
surface, heat transfer is highest in the inlet region. The heat flux
augmentation factor is on average about 1.4, with the greatest
augmentation of about 1.7 seen in the exit region of the tip-cap
surface. This is a reversal of the augmentation behavior observed
for the smooth surface. Recall that the surface area augmentation
for this plate is only 1.09. Thus, the actual average enhancement
to heat transfer coefficients that may be attributed to pin array
turbulation effects is about 30% (the difference between 1.4 and

0 500 10001500 2000 2500

Fig. 12 Tall aluminum pin array Nu distributions for Re of
200,000, 310,000, and 440,000

1.09 factors). In the exit region, this enhancement increases to
about 55%, probably due to the accumulated buildup of flow tur-
bulation. These are significant enhancements realized over the en-
tire surface, given that the pins are essentially thermally inactive
here.

Pin Array With Fin Efficiency of Unity. The Nu distributions
for the aluminum long pin array are shown in Fig. 12 (a small
missing data region is apparent in one plot), while Fig. 13 pro-
vides the distributions of heat transfer enhancement factors (again
relative to Fig. 8). Use of the high thermal conductivity pins now
activates the full-surface area. The distributions show the local
footprint of each and every pin. The effect of the double flow
vortex is again washed out to a great degree. The overall average
heat flux augmentation factor is now about 2.5. Here, too, the exit
region displays the greater augmentation levels compared to the
smooth surface. Recall that this surface has area augmentation of
2.1, resulting in a heat transfer coefficient average enhancement of
about 20% over the entire surface. Combining this result with that
of the insulated pins indicates that there is significant heat transfer
coefficient enhancement on the base surface and fillets and little
on the upper pin surfaces. The added pin surface area is, however,
a definite benefit to increasing the total heat flux.

Increased Density Pin Array. Figure 14 shows the Nu distri-
butions with a full-coverage array of essentially twice the number
of pins, decreasing pin-to-pin spacing, and, at the same time,
shorter pins of half the height. The overall heat flux enhancement
is about 1.67 despite the surface area augmentation factor of 1.8.
This result shows no added benefit to the much greater number of
pins and associated surface area. It is speculated that, in this in-
stance, the closer spacing of the pins is actually reducing the
formation and intensity of individual wake regions and the conse-
quent benefit to heat transfer. This shows that a definite minimum
pin array spacing is present, below which heat transfer will actu-
ally decline. The apparent secondary flow structure indicated by

Nu / Nu-smooth

3.0
Fig. 11 Tall insulating pin array surface tip heat transfer aug-

mentation relative to smooth surface for Re of 200,000, 310,000,
and 440,000
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Fig. 13 Tall aluminum pin array surface tip heat transfer aug-
mentation relative to smooth surface for Re of 200,000, 310,000,
and 440,000
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Fig. 14 Nu distributions for dense, shorter aluminum pin array
for Re of 200,000, 310,000, and 440,000

the Nu contours shows a change in the inlet region to a more
centralized impingement, possibly with lessened flow into the cor-
ners due to the denser pin array spacing.

Pin Array With Short Aluminum Pins. A final test was per-
formed with the original pin array spacing but half-height pins.
The shortened pin array surface area augmentation is only 1.43,
reduced from the 2.1 factor of the longer pins. Figure 15 shows
the Nu distribution for the highest Re number tested (Re
=387,000 for this case), compared with the corresponding highest
Re data from each of the other test configurations (all on a com-
mon color scale). The average heat flux augmentation is actually
increased in this case to 1.7. This provides a heat transfer coeffi-
cient augmentation of about 20%, which is the same as that of the
longer pins.

Average Heat Transfer and Pressure Losses. The surface av-
eraged values of Nu for all Reynolds numbers tested are summa-
rized in Fig. 16. These Nu values have been corrected for a more
typical engine material conductivity. An assessment of the fin ef-
ficiency change for a lower conductivity material such as steel or
a nickel-based alloy rather than aluminum shows a reduction in
individual fin efficiency to 89.8% of the aluminum level for the
short pins and a reduction to 71.2% for the tall pins. These reduc-
tions, however, only apply to the portions of the surfaces occupied
by the pins. In the wider spacing of pins, the pin occupied area is
only 10% of the total, and in the denser array, is 26%. Further-
more, the fillet regions present negligible detriment in fin effi-
ciency when a lower conductivity material is used, so only the
cylindrical portions of the fins are of concern. Taking these factors

Tall Plastic Pins
Ave. Nu = 1116

i T S
Smooth, Ave. Nu=786 Short Pins, Ave. Nu = 1296
(Re = 387,000 this case)

0 500 10001500 2000 2500,
Nu
y.

Denser Short Pins Tall Pins, Ave. Nu = 1787

Ave, Nu = 1277

Fig. 15 Comparison of five tip turn surfaces at Re of 440,000
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Fig. 16 Tip surface average Nu for all tests

into account, the correction in augmentation is at most —3%.

The standout heat transfer performance in this comparison is
that of the tall pin array. This surface treatment provides both
increased active surface area and augmentation of the heat transfer
coefficients through flow turbulation and disruption. The benefits
of this configuration also increase with Re to a greater degree,
overcoming the tendency seen in the other results to lose enhance-
ment magnitude. The surprising comparison is that the insulating
pins perform nearly as well as the dense/shorter pin array. This is
due to the benefits of flow turbulation when spacing allows such
interactions over a larger surface area that has restricted flow ac-
cess to the pins. The comparison shown in Fig. 16 is on the basis
of what the engine component will experience, namely, the com-
bined effect of increased surface area and augmented heat transfer
coefficients. An alternate view of these data is presented in Fig.
17, in which the surface area factor has been removed from each
data point and the resulting reduced Nu normalized by that of the
corresponding fully developed turbulent duct flow value. The im-
portance of the pin array’s ability to turbulate the flow over the
primary surface is emphasized here. It is also seen that this portion
of the overall effect is substantially diminished as the Re number
is increased.

Figure 18 provides the channel static gauge pressures measured
at the designated locations (see Fig. 3) for three configurations,
that of the smooth tip, the short pin array with higher spacing, and
the tall pin array. At each nominal channel Re number condition,
the treatment of the tip surface has an insignificant effect on pres-
sure losses. Being an otherwise smooth channel, the tip turn pres-
sure loss dominates under all tested conditions, with no additional
loss due to the tip surface pin arrays.

Conclusions

The present study has demonstrated a method to provide sub-
stantially increased convective heat flux on the internal cooled
tip-cap of a turbine blade. The new tip-cap augmentation consists
of several variations involving the fabrication or placement of
arrays of discrete shaped pins on the internal tip-cap surface. Due
to the nature of flow in a 180 deg turn, the augmentation mecha-
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2750 surface interaction serves to at least partially disrupt the secondary
—e— Smooth flows that otherwise might decrease heat transfer on this surface.
Effective heat transfer coefficients based on the original smooth
surface area were increased by up to a factor of 2.5. Most of this
—&— Plastic Pins, Z=8.13mm increase is due to the added surface area of the pin array. How-
ever, factoring this surface area effect out shows that the heat

2500 H —8— AlPins, 2=8.13mm

2250 1 ® AlPins, Z=4.06mm transfer coefficient has also been increased by about 20-30%,
—o— Al Dense Pins, Z=4 06mm primarily over the base region of the tip cap itself. This augmen-

2000 tation method resulted in negligible increase in tip turn pressure
’ drop over that of a smooth surface. One additional point is worth
\ noting for this application. While pin height plays an important

1750 role in overall heat flux enhancement through the addition of wet-

ted area, pin spacing can severely affect the outcome. Pin spacing
that is too close has been shown to lead to heat flux enhancement
1.500 * that is actually less than the area increase, a result that is counter

.\.\ to the intent.
1250 \

*—\5’—1' Nomenclature
= wall heated surface area

{Nu / Wetted Area) / Nu-Dittus Boelter

= channel hydraulic diameter

1.000

= heat transfer coefficient

= thermal conductivity of air
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= channel Reynolds number, pVD/u
= cooling fluid temperature

= mean fluid velocity

= pin height

= fluid density
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Fig. 17 Effect of pin array turbulation ability on heat transfer 7
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Measurements in Film Cooling
Flows With Periodic Wakes

Film cooling flows subject to periodic wakes were studied experimentally. The wakes
were generated with a spoked wheel upstream of a flat plate. Cases with a single row of
cylindrical film cooling holes inclined at 35 deg to the surface were considered at blow-
ing ratios of 0.25, 0.50, and 1.0 with a steady freestream and with wake Strouhal numbers
of 0.15, 0.30, and 0.60. Temperature measurements were made using an infrared camera,
thermocouples, and constant current (cold-wire) anemometry. Hot-wire anemometry was
used for velocity measurements. The local film cooling effectiveness and heat transfer
coefficient were determined from the measured temperatures. Phase locked flow tempera-
ture fields were determined from cold-wire surveys. Wakes decreased the film cooling
effectiveness for blowing ratios of 0.25 and 0.50 when compared to steady freestream
cases. In contrast, effectiveness increased with Strouhal number for the 1.0 blowing ratio
cases, as the wakes helped mitigate the effects of jet lift-off. Heat transfer coefficients
increased with wake passing frequency, with nearly the same percentage increase in
cases with and without film cooling. The time resolved flow measurements show the
interaction of the wakes with the film cooling jets. Near-wall flow measurements are used
to infer the instantaneous film cooling effectiveness as it changes during the wake passing
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Introduction

Film cooling has been studied extensively for over four de-
cades, but most investigations have focused on flows with steady
inflow conditions. The flow in a gas turbine engine, however, is
inherently unsteady. Some unsteadiness results from nonunifor-
mity in the flow exiting the combustor, which has been considered
in some recent studies (e.g., Varadarajan and Bogard [1]). Turbine
flows also have high freestream turbulence, which increases mix-
ing between the main and cooling flows. This tends to cause faster
dispersion of the coolant away from the surface, leading to lower
film cooling effectiveness 7 and higher heat transfer coefficients,
both of which reduce the benefits of film cooling. High freestream
turbulence can also increase 7 in some cases, however, by in-
creasing lateral spreading of the coolant from discreet holes. If
film cooling jets lift off a surface, as is possible at high blowing
ratios, high freestream turbulence can also help bring coolant back
toward the surface. Several studies have examined high
freestream turbulence effects, including Bons et al. [2], Kohli and
Bogard [3], Ekkad et al. [4], and Burd et al. [5].

Another source of unsteadiness is the interaction between vane
and blade rows in the turbine. Upstream airfoils shed wakes,
which periodically impinge on the airfoils downstream. The
wakes include a mean velocity deficit and increased turbulence,
with effects similar to those of the increased freestream turbulence
noted above. Wakes can disrupt film cooling jets, reducing the
film cooling effectiveness in some areas and possibly enhancing it
in others. Wake induced turbulence may also increase heat transfer
coefficients, thereby reducing the overall benefit of film cooling.
Airfoils passing both upstream and downstream of a turbine pas-
sage also cause periodic flow blockage, inducing pressure fluctua-
tions which may cause film cooling jets to pulsate. None of these
potentially important effects are captured in steady flow experi-
ments. The incomplete knowledge of unsteady cooling flow be-
havior is typically overcome by supplying enough cooling air to
prevent damage to all components in the turbine. This can lead to
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overcooling in some areas, reducing engine efficiency. While
steady flow studies have resulted in great advances in engine cool-
ing, unsteady flow studies, particularly those which capture tran-
sient behavior, may lead to more efficient use of cooling air and
increased engine efficiency.

A few studies have investigated the effect of wakes on film
cooling. Funazaki et al. [6,7] considered flow around the leading
edge of a blunt body subject to wakes produced by an upstream
spoked wheel. They provide time averaged film cooling effective-
ness results and note that the wakes tended to reduce #» particu-
larly at low blowing rates. When the cooling jet momentum was
high, particularly if the jets lifted off the surface, the wake effect
was reduced. Ou et al. [8] and Mehendale et al. [9] used a linear
cascade with a spoked wheel to generate wakes. They note that
heat transfer coefficients increased and film cooling effectiveness
decreased with increased wake strength. Jiang and Han [10] simi-
larly used a linear cascade with a spoked wheel, and present time
averaged effectiveness results. They studied the effect of coolant
injection from multiple hole locations in the showerhead region
and on both sides of their airfoil. Results varied, depending on jet
location, blowing ratio, the tendency of the coolant jets to lift off
at each location, and jet density. High freestream turbulence re-
sulted in lower effectiveness in all cases. Ekkad et al. [4] con-
ducted a similar study and present film cooling effectiveness and
local time averaged Nusselt numbers. They note that in the pres-
ence of very high freestream turbulence, the additional effect of
periodic wakes is relatively small. Du et al. [11,12] also utilized a
cascade and spoked wheel. They used a transient liquid crystal
technique to obtain detailed time averaged film cooling effective-
ness and Nusselt number distributions from an airfoil surface.
They note that the wake effect on Nusselt numbers is small, but
that wakes have a significant effect on film cooling effectiveness.
Teng et al. [13-15] used a similar facility and also documented
film cooling effectiveness and Nusselt numbers. They also used a
traversing cold-wire probe to measure the flow temperature in
planes downstream of the film cooling holes. They present time
averaged mean and fluctuating temperature results. The unsteady
wakes caused a faster dilution of the coolant jet. Higher blowing
rates also result in more rapid mixing. The effects of wakes and
blowing ratio on boundary layer transition were also reported.
Heidmann et al. [16] used a rotating facility to investigate the
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effect of wakes on showerhead film cooling. They report time
averaged film effectiveness. The geometry tended to prevent jet
lift-off, so 7 increased with blowing ratio. Higher wake passing
rates skewed the coolant distribution, producing higher effective-
ness on the pressure side of the airfoil and lower effectiveness on
the suction side. Wolff et al. [17] utilized a three blade linear
cascade in a high speed facility with one row of cooling holes on
the suction side and one row on the pressure side of their center
blade. Wakes were generated with rods fastened to belts which
traveled around the cascade and two pulleys. Phase averaged ve-
locity and turbulence levels were documented in multiple planes
on both sides of the airfoil. The locations of the coolant jets were
surmised from the mean velocity deficit and the turbulence level
in the boundary layer. The effect of the pressure side coolant jets
was reinforced by the passing wakes. On the suction side, the
coolant jets were disrupted and nearly disappeared when the wake
passed, but then recovered between wake passings. Adami et al.
[18] did numerical simulations of the flow through this cascade.

While the above studies provide valuable information concern-
ing the time averaged effects of wakes on film cooling, and a few
provide time averaged flow field documentation, there is little
information about the transient flow behavior during wake passing
events. Such information could be valuable. If it is learned that
film cooling jets provide effective coverage of the surface during
part of the wake passing cycle but are dispersed as the wake
passes, a change in design might be warranted to provide better
coverage over the full cycle. Alternatively, the jets might be
turned off during part of the cycle to only provide coolant when it
is effective. Since film cooling jets pulse naturally in response to
pressure fluctuations in the engine, it might be possible through
clocking to time the jet pulses favorably with respect to wake
passing events.

In the present study, film cooling jets were subject to wakes
generated with upstream rods. The geometry consisted of a flat
plate with a single row of five streamwise oriented round holes
inclined at 35 deg to the surface. The holes were spaced 3D apart,
center to center, with a length to diameter ratio L/D=4. The ge-
ometry has been used in many studies including Bons et al. [2],
Burd and Simon [19], Schmidt et al. [20], Pedersen et al. [21],
Kohli and Bogard [22], Sinha et al. [23], and Pietrzyk et al. [24].
Blowing ratios of 0.25, 0.5, and 1.0 were investigated with vari-
ous wake passing frequencies. Phase averaged flow temperature
distributions, and time averaged film cooling effectiveness and
heat transfer results are presented below.

Experimental Facility and Measurements

Experiments were conducted in the facility used by Coulthard
et al. [25-27]. It consists of an open loop subsonic wind tunnel
with a test plate at the exit of the contraction, and a plenum to
supply the film cooling jets. The wind tunnel, shown in Fig. 1,
was comprised of a blower, a diffuser with three screens, a heat
exchanger to maintain air nominally at 20°C, a honeycomb, a
settling chamber with three screens, and a nozzle with an 8.8 area
reduction. The nozzle exit area was 0.38 X0.10 m?. The exiting
mainstream air was uniform in temperature and velocity to within
0.1°C and 1%, respectively. The freestream turbulence intensity
at the nozzle exit was 1%. This value is lower than typical inten-
sity levels in engines. Air exiting the nozzle forms a wall jet at
U..=8 m/s along the flat plate test wall. The mainstream velocity
remained at 8 m/s 18D downstream of the film cooling holes. At
this downstream location, the velocity outside the boundary layer
was uniform up to the edge of the free shear layer, which was
located 3D from the wall. The freestream unsteadiness level
gradually increased in the streamwise direction to 6%. This in-
crease is due to the growth of the shear layer at the edge of the
wall jet. Spectral measurements indicate that the freestream fluc-
tuations are nearly all at frequencies between 5 Hz and 50 Hz,
with a peak at 22 Hz. These low frequencies are associated with
large scale structures formed in the shear layer, which buffet the
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boundary layer but do not promote significant turbulent mixing.
The boundary layer is therefore expected to behave as if subject to
low freestream turbulence, and the heat transfer coefficient results
by Coulthard et al. [27] are typical of low freestream turbulence
conditions. The wall jet configuration is based on the facility of
Burd and Simon [19].

The film cooling supply plenum was a box with 0.38X0.18
% 0.36 m? inside dimensions. It was supplied by a manifold con-
nected to a high pressure air source. The supply pressure was
adjusted to vary the blowing ratio from B=0.25 to 1.0. The air
passed through small diameter valves which choked the flow be-
tween the manifold and the plenum. For a given supply pressure,
the film cooling mass flow remains constant, independent of
downstream conditions. Nine valves operating in parallel provided
the desired coolant mass flow. The plenum contained a finned tube
heat exchanger, midway between the valves and the film cooling
holes. Warm water at 30°C circulated through the tubes and the
air from the valves passed over the tubes, maintaining the tem-
perature of the coolant jets at approximately 27°C.

The test wall was constructed of polyurethane foam with a ther-
mal conductivity of 0.03 W/mK. The dimensions were 0.38 m
wide, 44 mm thick, and 1.17 m long, with a starting length of
13.3D upstream of the row of film cooling holes. A wall opposite
the starting length and sidewalls along the length of the test wall,
as shown in Fig. 1(b), helped limit interaction between the wind
tunnel flow and the still air in the room. Foil heating elements
were placed on the foam surface to provide a uniform heat flux
condition, and are described in more detail by Coulthard et al.
[25,27]. Heaters were located both upstream and downstream of
the film cooling holes. The heaters were covered with a 0.79 mm
thick sheet of black Formica® laminate to provide a smooth test
surface. The film cooling geometry consisted of a single row of
five round holes inclined at 35 deg to the surface. The sharp edged
holes had a diameter of D=19.05 mm, were spaced 3D apart,
center to center, and had a length to diameter ratio L/D=4. A
1.6 mm thick trip was installed 11D upstream of the leading edge
of the film cooling holes, and a velocity profile acquired 0.8D
upstream of the holes confirmed that the boundary layer was fully
turbulent.

A wake generator, consisting of a spoked wheel, was installed
for the present study between the contraction and the test plate.
The test wall was moved 6.4 cm downstream of the contraction
exit, and a 30 cm diameter, 2.5 cm thick aluminum hub was in-
stalled on an electric motor, just below the gap between the con-
traction and test plate. The axis of the rotation was parallel to the
main flow direction. The hub had 24 threaded holes around its
circumference, into which 38 cm long, 1.905 cm diameter hollow
aluminum rods could be installed. When the hub was rotated, the
rods cut through the main flow, generating wakes. The rods were
intended to simulate the effect of the wakes shed from the trailing
edges of upstream airfoils. In an engine, the diameter of an airfoil
trailing edge is of the same order as the diameter of typical film
cooling holes. The rods in the present study, therefore, were cho-
sen to have the same diameter as the film cooling holes in the test
plate. The wake passing velocity in a turbine is of the same order
as the main flow velocity, so the rotation speed of the spoked
wheel was set at 200 rpm, which produced rod velocities of 8 m/s
at the spanwise centerline of the test section. Combinations of 3,
6, and 12 rods were used to produce wake passing frequencies of
10 Hz, 20 Hz, and 40 Hz. When nondimensionalized using the
rod diameter and main flow velocity, these frequencies correspond
to Strouhal numbers, Sr=2xfD/U., of 0.15, 0.30, and 0.60.
These Sr are typical of engine conditions and match the range
considered by Heidmann et al. [16]. The direction of rotation was
set so that the rods moved toward the test plate (clockwise when
looking upstream in Figs. 1(b) and 1(c)), to simulate wakes im-
pacting the suction side of an airfoil.

For safety, the wake generator was enclosed in a plywood box,
as shown in Fig. 1(b), with a rectangular hole of the contraction
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Fig. 1 Wind tunnel configuration: (a) schematic, (b) photo-
graph of test wall with sidewalls, and (¢) photograph looking
upstream at rod moving across main flow

exit dimension to allow the main flow to pass through. The mov-
ing rods entrained air, producing a rotating flow within the box. To
prevent this secondary flow from influencing the main flow, a set
of rubber flaps were installed on the inside of the box, perpendicu-
lar to the direction of rod rotation and covering the plane where
the rods entered the main flow. The rods pushed through the flaps,
but between rods, the flaps closed, blocking the secondary flow.

Measurements. Thermocouples were placed in the film cooling
plenum, at the plenum-side end of the outermost film cooling
hole, at the wind tunnel exit, on the back of the test plate, in the
ambient air, on the wall of the room to measure the surrounding
temperature for radiation corrections, and in ice water as a refer-
ence. Constant current (cold-wire) and constant temperature (hot-
wire) anemometry were used to measure flow temperature and
velocity, respectively. Boundary layer probes with 1.27 um diam-
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eter platinum sensors (TSI model 1261A-P.5) were used for tem-
perature measurements, and boundary layer probes with 3.81 um
diameter tungsten sensors (TSI model 1218-T1.5) were used for
the velocity. An infrared (IR) camera (FLIR Systems Merlin
model) with a Stirling cooled detector was used to measure the
surface temperature field of the test wall. The temperature reso-
lution of the camera was 0.05°C. The camera had a 255
X 318 pixel detector and was positioned such that each pixel cor-
responded to a 1 X 1 mm? area on the test wall. The field of view
on the test wall corresponded to 13.4D X 16.7D. The emissivity of
the test wall was measured to be 0.95 and used in radiation
corrections.

The film cooling effectiveness and Stanton number were de-
fined, respectively, as follows.

Tow—Ts
7= —aw T (1)
7}3[ -T.
q//
cony (2)

t=
pCpUOO(Tw - Taw)

The jet, freestream, and wall (7,,) temperatures were measured.
The convective heat flux, ¢",,,,, was determined based on the
power input to the heaters, with corrections for conduction and
radiation losses. Measurements were made for each flow condi-
tion with the wall heaters on and off, to determine local T, 7,
and St. The procedure is described in more detail by Coulthard et
al. [27]. Stanton numbers were determined for cases with film
cooling (Sty), and in cases without film cooling (St,) but otherwise
similar main flow, wake, and surface heating conditions. Stanton
number ratios (St;/St,) were then computed to determine the ef-
fect of film cooling on heat transfer coefficients.

The thermocouples and IR camera were calibrated against a
precision blackbody source, and the cold-wire probe was cali-
brated against the thermocouples. The uncertainty in the measured
temperature was 0.2°C, and the uncertainty in the measured ve-
locity was 3%. The uncertainty in the film cooling effectiveness
was determined to be 6% and the uncertainty in the Stanton num-
ber is 8%. The uncertainty in the ratio of two Stanton numbers is
11%, based on a standard propagation of error with a 95% confi-
dence interval.

Velocity profiles were measured along the centerline of the test
wall at three streamwise locations, x=0D, 7D, and 14D, where the
origin for the coordinate system is the wall surface at the down-
stream edge of the center film cooling hole. The film cooling jets
were off and the holes covered with thin tape during these mea-
surements. Profiles were acquired for all three wake passing fre-
quencies. Three-dimensional surveys of the flow temperature were
measured using the cold-wire probe. Each survey consisted of a
29X 11 X5 grid with 1595 measurement locations. In the stream-
wise direction, 29 evenly spaced locations extended from x
=-1.74D (the leading edge of the film cooling holes) to 12.2D. In
the wall normal direction, there were 11 evenly spaced locations
extending from y=0D to 2.55D. Coulthard et al. [26] confirmed
that the flow was symmetric about the spanwise centerline in this
facility, so spanwise locations were all on one side of the center-
line, with five evenly spaced points extending from z=0 to the
midpoint between adjacent holes at z=1.5D. An infrared sensor
was located in the wake generator box to detect the passing of the
wake generator rods. The pulse train from this sensor was digi-
tized along with the instantaneous anemometer voltages (13 s
long traces at 10 kHz sampling rate) to allow phase averaging of
the flow velocities and temperatures relative to the wake passing
events. Phase averaged results were computed at 24 increments
during the wake passing cycle.

Flow Conditions. As documented by Coulthard et al. [27] be-
fore installation of the wake generator, the boundary layer 0.8D
upstream of the film cooling hole leading edge had a momentum
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Fig. 2 Mean and fluctuating streamwise velocity upstream of
film cooling holes, before installation of wake generator and
during undisturbed phase of cycle with Sr=0.15

thickness Reynolds number of 550 and a shape factor of 1.48. The
local skin friction coefficient at this location was 5.4 X 10> and
the enthalpy thickness Reynolds number was 470. The Reynolds
number based on hole diameter and mainstream velocity was
10,000. Data for cases without wakes shown below were acquired
without the wake generator present. With the wake generator
added, the gap between the contraction exit and the leading edge
of the test plate created a disturbance, which increased the thick-
ness of the boundary layer on the test wall in cases without wakes.
With the wake generator spinning, however, the rods entrained a
flow into the gap, sucking off the boundary layer upstream of the
test plate. The result, as shown in Fig. 2, was a boundary layer,
which at the phases between wake disturbances matched the
boundary layer measured by Coulthard et al. [26]. To separate the
turbulence from the wake passing unsteadiness, the turbulence
values shown in Fig. 2 and in the figures below are based on
fluctuations from the phase averaged mean as opposed to the time
averaged mean of the full data trace.

Figure 3 shows the phase averaged mean velocity at x=0 for
the lowest Strouhal number, Sr=0.15, case. The horizontal axis
indicates the phase, ¢/T, where T is the wake passing period. The
time ¢/7T=0 in this figure is set by the rod passing the infrared
sensor in the wake generator box. The vertical axis indicates dis-
tance from the wall. The freestream velocity is set to U,.=8 m/s,
and this value is used to normalize all mean and fluctuating ve-
locities. Far from the wall, there is a velocity deficit associated
with the wake. Close to the wall, the wake causes a rise in veloc-
ity to about 1.2U... The effect of the wake on the phase averaged
turbulence level for this case is shown in Fig. 4. Very near the
wall, for most of the cycle, the turbulence level is low due to
damping in the viscous sublayer. Just above the sublayer, the fluc-
tuation level is higher across the full cycle in the turbulent bound-

y/D

0.2 0.4 0.6 0.8 1
T

Fig. 3 Phase averaged U/U, at x/D=0, Sr=0.15
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Fig. 4 Phase averaged u'/U, at x/D=0, Sr=0.15

ary layer. Still farther from the wall, the freestream flow is calm
for most of the cycle with 1% turbulence intensity. At the farthest
locations from the wall, there are high fluctuation levels in the
shear layer between the wall jet and the still air in the room. The
location of the wake between #/T=0.2 and 0.6 is clear. The effect
of the wake extends all the way to the wall, indicating that it may
have an important effect on film cooling. A wavelet spectral analy-
sis indicated that the frequency of peak fluctuation energy within
the wake was 125 Hz in the freestream and was 63 Hz in the
sublayer. The corresponding integral length scales at these two
locations were 9 mm and 5 mm, respectively.

Slices through the contour plot of Fig. 4 at y/D=0.01 and
y/D=1.5 are shown in Fig. 5 along with corresponding data from
the higher Sr cases. For the Sr=0.15 case, the arrival of the wake
induces a sudden rise in turbulence level both in the freestream
and near the wall. This is followed by a more gradual decline to
the undisturbed level between wakes. The peak freestream turbu-
lence intensity within the wake is about 19%. Between wakes, the
value drops to the 1% background level of the wind tunnel. The
wake appears to occupy about 40% of the cycle, extending from
about #/T=0.2 to 0.6. The arrival of the wake near the wall is
somewhat delayed relative to the freestream, as might be expected
given the lower convective velocity near the surface. The region
of strong wake influence near the wall extends from about ¢/T
=0.25 to 0.40. At the higher Strouhal numbers, the wake still
occupies about the same amount of time in seconds, since the
wake generator turns at the same speed in all cases, but it occupies
a larger fraction of the wake passing period. For the Sr=0.3 case,
there is still a sudden rise in turbulence when the wake arrives and
a short period of calm flow between wakes. For the Sr=0.6 case,
the wakes occupy the full cycle, so there is no clear calm period

© 8r=0.15
- y/D=0.01
® Sr=0.15
- yD=15
A Sr=0.3
- y/D=0.01
A Sr=0.3
- yID=15
o Sr=0.6
- y/D=0.01
= Sr=0.6
. yD=15

Fig. 5 Phase averaged u'/U, at x/D=0, y/D=0.01 and 1.5 for
Sr=0.15, 0.30, and 0.60
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Fig. 6 Film cooling effectiveness contours around center hole at various B (columns) and Sr
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and the freestream turbulence level is always above 10%.

Data similar to that in Figs. 3 and 4 were acquired at x=7D and
14D, and from these data, the propagation speed of the wake
along the test wall was estimated. The leading edge of the wake
moves at about the undisturbed freestream velocity, U.,,=8 m/s.
The trailing edge of the wake is somewhat slower, at about 0.8U..
Near the wall, the leading and trailing edges of the disturbed flow
travel at about 0.9U... Using the arrival time of the wake in Fig. 5
and the propagation speed of the wake, the data in all figures
shown below are shifted along the time axis so that #/T=0 corre-
sponds to the arrival of the wake at the trailing edge of the film
cooling hole.

The film cooling jet velocity and temperature were documented
by Coulthard et al. [26] by traversing the constant current and
hot-wire probes over the hole exit plane with the main flow in the
wind tunnel off. The jet temperature was very uniform and
matched the plenum temperature to within 0.2°C. The velocity
was highest in the upstream section of the hole, and agreed with
the results of Burd and Simon [19], who considered the same
geometry. Since the jets were only heated to approximately 7°C
above the mainstream temperature, the density ratio of jets to
mainstream was 0.98. Hence, the blowing and velocity ratios were
essentially equal. Temperature and velocity measurements were
compared between the five film cooling holes. The hole to hole
variation in temperature was 2% of the jet to mainstream tempera-
ture difference, and velocity variation was 8% of the mainstream
velocity.

For the Sr=0 (no-wake) cases, the main flow and coolant flow
resulted in good periodicity downstream of all five coolant holes,
as shown by Coulthard et al. [26]. Similar uniformity was ob-
served for the Sr=0.15 cases. At the higher Sr, however, vortices
generated at the hub and tip ends of the wake generator rods
disturbed the flow around the outermost holes. To avoid these
disturbances, spanwise averages were taken only about the center
hole, between z=*1.5D.

Results and Discussion

Time Averaged Film Cooling and Heat Transfer. The effects
of the wakes on film cooling effectiveness are shown in Figs. 6-9.
Coulthard et al. [26] showed that the Sr=0 (no-wake) cases
agreed well with data from the literature. Effectiveness contours
downstream of the center hole are shown for all cases in Fig. 6.
Centerline and spanwise average effectiveness are shown in Figs.
7-9 for the B=0.25, 0.50, and 1.0 cases, respectively. Without
wakes, the B=0.50 case has the highest effectiveness. The B
=0.25 case has lower effectiveness because there is less coolant
available to protect the surface. The effectiveness is low in the
B=1.0 case due to jet lift-off, as shown by Coulthard et al. [26].
The effect of the wakes is similar for the B=0.25 and 0.50 cases.
The wakes have little effect at Sr=0.15, but the streamwise extent
of the region of effective cooling is noticeably reduced at the
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higher Strouhal numbers. The wakes reduce the effectiveness by
as much as 60%, with the strongest effect along the centerline. In
contrast to the lower blowing ratio results, the results with B
=1.0 show higher effectiveness with better lateral spreading at the
higher Strouhal numbers. As will be shown below, the jets exhibit
considerable lift-off at this blowing ratio, and the wakes help to
force the coolant back toward the wall. At the centerline, the
wakes raise the effectiveness immediately downstream of the
holes in the B=1.0 cases by as much as 30%. There is little effect
downstream of x/D=4. The spanwise average results show about
a doubling of the effectiveness between the Sr=0 and Sr=0.6
cases at all streamwise locations. Comparing the results at the
three blowing ratios, when Sr=0 or 0.15, the B=0.5 cases have
the highest effectiveness. When Sr=0.6, the B=1.0 case has the
best results downstream of x=2D. For x>9D, the effectiveness in
the B=1.0 case is about double that in the B=0.5 case. The wakes
mitigate the effects of jet lift-off, and the higher total coolant
volume with B=1.0 produces higher effectiveness. It is notewor-
thy that a blowing ratio chosen based on the Sr=0 results will not
necessarily be most effective when wakes are present.

The effects of wakes on Stanton number are shown in Figs.
10-12. Figure 10 shows Stanton numbers for cases without film
cooling. Increasing Strouhal number raises the Stanton numbers
above the no-wake case by about 7%, 18%, and 36% for the Sr
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Fig. 7 Film cooling effectiveness for B=0.25 cases at various
Sr; (a) centerline and (b) spanwise averaged
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Fig. 8 Film cooling effectiveness for B=0.5 cases at various
Sr; (a) centerline and (b) spanwise averaged

=0.15, 0.30, and 0.60 cases, respectively. The increases are con-
sistent with the effective rise in the near-wall velocity and turbu-
lence level caused by the wakes and shown in Figs. 3-5. Stanton
number ratio contours are shown in Fig. 11. Two lines of high
St;/St,, symmetric about the spanwise centerline and extending
downstream of the hole, are visible in all cases. These are believed
to result from the kidney shaped vortices which form in the film
cooling jets, and are discussed in more detail by Coulthard et al.
[25]. Also visible are regions of high St;/St, extending a short
distance downstream from the lateral edges of the hole. These are
believed to result from the horseshoe vortex which forms when
the main flow boundary layer wraps around the film cooling jet.
The centerline and spanwise average St;/St, are shown in Figs.
12-14 for the B=0.25, 0.5, and 1.0 cases, respectively. In all
cases, the ratio is high near the hole, but drops to near 1 by x
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Fig. 9 Film cooling effectiveness for B=1.0 cases at various

Sr; (a) centerline and (b) spanwise averaged
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Fig. 10 Stanton numbers for cases without film cooling at
various Sr

=6D. There appears to be a weak trend of the ratio decreasing
with increasing Strouhal number, but the differences are small and
within the uncertainty. The St, values increase significantly with
increasing wake frequency as shown in Fig. 10, and the wakes
cause about the same percentage increase in Stanton numbers for
the cases with film cooling. Hence, the Stanton number ratios do
not depend strongly on Strouhal number.

The heat transfer to a surface depends on both the film cooling
effectiveness and the heat transfer coefficient. The combined ef-
fect can be expressed as a heat flux ratio,

"o St T,-T.
q—”f=—f<1—17) Y= 206 (3)
q, Sto lﬁ T}et_Tw

The numerical value of =0.6 is taken from Sen et al. [28] and
others, and is a typical value for this temperature ratio under en-
gine conditions. More discussion of the heat flux ratio for the Sr
=0 cases is available in Ref. [27]. Contours of ¢",/¢", for all
cases are shown in Fig. 15. Because the Stanton number ratio is
near unity at most locations, the heat flux ratios of Fig. 15 reflect
the effectiveness values of Fig. 6. At low Strouhal numbers,
q"s/q", is lowest for the B=0.5 case. For the higher Strouhal
numbers, ¢",/q", is lower for the B=1.0 cases, particularly at
downstream locations.

Phase Averaged Flow Temperature. The time averaged sur-
face results presented above can be better explained using flow
temperature data. Figure 16 shows the time averaged temperature
field for the B=0.25, 0.5, and 1.0, Sr=0 cases. The top image in
each figure shows dimensionless temperature contours, ¢=(T
=T.)/(Tje—T.), in multiple planes arranged to provide a three-
dimensional image of the temperature field. The lower image in
each figure shows an isothermal surface with ¢=0.3. This value
of ¢ was found to give a good visual representation of the jet
position. The jet clearly remains near the surface at the lower
blowing ratios, and extends further downstream in the B=0.5 case
before being dissipated. In the B=1.0 case, the jet clearly has
lifted away from the surface, and although it extends farther
downstream than in the other cases, it does not provide effective
cooling. These results agree with the effectiveness results of Figs.
6-9.

Phase averaged flow temperature results for the B=0.5, Sr
=0.15 case are shown in Fig. 17. Six phases from the cycle are
shown. The format and color range of the plots are the same as in
Fig. 16, so some of the axis labels have been removed for clarity.
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The start of the cycle, 1/ T=0, in Fig. 17(a), is set to correspond to
the arrival of the leading edge of the wake at the hole location.
The temperature field appears very similar to the Sr=0 case of
Fig. 16(b). By t/T=0.17, there appears to be a slight reduction in
the effective jet diameter at about x=2D, and a slight bulge at x
=4D. These locations correspond to the location of strongest near-
wall wake turbulence, as indicated by the timing shown in Fig. 5.
By #/T=0.33, the strong wake turbulence is located between
about x=5 and 10D, and the jet has clearly been dispersed in this
region. At t/T=0.5, the wake is beginning to move out of the field
of view, and the jet has been dispersed in the downstream part of
the measurement region. Also, new undisturbed jet fluid is follow-
ing behind the wake. The undisturbed jet continues to extend far-
ther downstream at 1/ 7=0.67, and by ¢/ T=0.83, the jet appears to
have recovered to its steady state, between-wake, condition. It is

14

13

12

1.1

Centerline Stf/St

Span Ave. Stf/St

0.9 : ; : : : :

(b) x/D

Fig. 12 Stanton number ratio, St,/St,, for B=0.25 cases at vari-
ous Sr; (a) centerline and (b) spanwise averaged
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iy k55 i
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Sr=0.30
Sr=0.60
10 0 5 10
1.2 1.4 XD

Stanton number ratio, St,/St,, contours around center hole at various B (columns) and

interesting that the wake is not able to disperse the jet when it first
emerges from the hole, and the jet appears to remain intact be-
tween x=0 and 4D at all phases. It must take some small but finite
time for the wake turbulence to mix the jet fluid with the main
flow and begin to disperse it, and during this time, the fluid moves
about 4D downstream.

The behavior in the B=0.25, Sr=0.15 case is very similar to
that of the B=0.5 case of Fig. 17. With half the coolant volume,
the lower momentum jet at B=0.25 does not extend as far from
the wall as in the B=0.5 case, and the jet does not extend as far
downstream before it is diluted by the main flow. The effect of the
wake, however, appears to be the same for the two cases.

The temperature fields for the B=1.0, Sr=0.15 case are shown
in Fig. 18. At t/T=0, the jet is clearly lifted off the wall, and

W RFAR “ - B
m" v ‘” !"6«111.% “ Ay l:m e
2 4 6 8 10 12
x/D
Sr=0
__________________________ — — S8r=0.15
o
& by SR S A £ R Sr=0.30
e Vo — - — Sr=0.60
n - : - .
g :

i O P
»n k““""“ A o mvprd o ay
e by B ; ;

. j M.?-‘-ﬁ-ﬁ- .?, PN “;V-.‘.“ h"‘*;-‘” Wl AL WA
0 2 4 6 8 10 12
(b) x/D

Fig. 13 Stanton number ratio, St/St,, for B=0.5 cases at vari-
ous Sr; (a) centerline and (b) spanwise averaged
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(b) x/D

Fig. 14 Stanton number ratio, St;/St,, for B=1.0 cases at vari-
ous Sr; (a) centerline and (b) spanwise averaged

appears essentially the same as in the Sr=0 case of Fig. 16(c). At
t/T=0.17, there is a bulge in the jet at x=4D as the wake passes,
similar to the B=0.5 case of Fig. 17(b). The upstream part of the
jet also appears to be pushed closer to the wall by the wake at this
phase, which would tend to momentarily increase the film cooling
effectiveness. This agrees with the rise in effectiveness shown in
Fig. 9, particularly for the spanwise average. At t/7=0.33, the
wake has dispersed the jet between x=5 and 10D, as in the B
=0.5 case at this phase. For the remainder of the cycle, the jet
recovers, as in the lower B cases, and the lift-off from the wall
remains clear.

The B=0.5, Sr=0.3 case is shown in Fig. 19. The flow is mov-
ing at the same velocity as in the Sr=0.15 case, but the wakes are
arriving twice as frequently, so there is less time for the jet to

B=0.25

B=0.50

recover between wakes. At ¢/ T=0, the jet is against the surface, as
in Fig. 17, but does not extend as far downstream before being
dispersed. It has not, at this phase, fully recovered from the pre-
vious wake. The recovery continues to t/7=0.17, even as the next
wake arrives. By #/7=0.33, the jet extends even farther down-
stream, but it is beginning to be disturbed between x=2 and 4D,
corresponding to the same behavior observed in Fig. 17(b) (Figs.
17(b) and 19(c) correspond to the same dimensional time after the
arrival of the wake). The wake disperses the jet downstream of
x=2D over the next two phases shown, and is nearly out of the
measurement region by ¢/ 7=0.83, as the jet begins to recover. The
jet never fully recovers, however, to the steady flow condition of
Figs. 16(b), 17(a), and 17(f). In agreement with the Sr=0.15 case,
the jet appears to remain intact in the region immediately down-
stream of the hole. The film cooling effectiveness in Fig. 8 reflects
this, with the effectiveness dropping only slightly between the
Sr=0 and 0.30 cases upstream of x=2D, but more significantly
farther downstream.

Figure 20 shows the B=1.0, Sr=0.30 case. As in the B=0.50
case at this Strouhal number, the jet is still recovering from the
previous wake at #/T=0, the jet continues to extend farther down-
stream until #/7=0.50, and the disturbance of the next wake is
visible between x=2 and 4D at t/T=0.33. The dispersal of the jet
by the wake is clear between x=4 and 7D at ¢/T=0.5, and the
affected region continues to move downstream at the next two
phases shown, in agreement with the behavior at B=0.5 in Fig.
19. Figure 20 shows that the jet has lifted off the wall, but in
agreement with the observation in Fig. 18(b) for the B=1.0, Sr
=0.15 case, the wake appears to push the jet back closer to the
wall than in the steady flow case of Fig. 16(c). This helps to
explain the increase in film cooling effectiveness at higher Sr in
Fig. 9.

The Sr=0.6 cases with B=0.5 and 1.0 are shown in Figs. 21
and 22, respectively. As shown by the turbulence traces in Fig. 5,
there is no recovery period between wakes at this Strouhal num-
ber. There are two wakes present in the measurement region at all
phases. At #/T=0 in both Figs. 21 and 22, the preceding wake is
centered near x=6D as the next wake arrives at the hole. The
preceding wake moves downstream at the subsequent phases and
moves out of the measurement region at about ¢/7=0.67. The
streamwise extent of the jet increases slightly during this time, as
the jet begins to recover. At 1/ T=0.67, however, the center of the
next wake has arrived at about x=2D, and it is clearly affecting
the jet by #/T=0.83. Hence, there is essentially no time for the jet
to recover, and there is much less variation during the cycle than
at the lower Strouhal numbers. The streamwise extent of the jet
before dispersal is reduced for both blowing ratios compared to
the lower Sr cases. In the B=0.5 case, this results in much lower

B=1.0

Fig. 15 Heat flux ratio, q"/q",, contours around center hole at various B (columns) and Sr
(rows)
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Fig. 16 Dimensionless temperature field, ¢, for steady Sr=0
cases; upper image shows temperature contours in various
planes, lower image shows isothermal surface with ¢=0.3; (a)
B=0.25, (b) B=0.5, and (c) B=1.0

film cooling effectiveness, as shown in Fig. 8. In Fig. 22, it is
clear that in addition to reducing the streamwise extent of the jet,
the wake forces the jet back toward the wall during the full cycle.
This raises the effectiveness, as shown in Fig. 9. The wake turbu-
lence may cause more spreading of the jet in all directions, includ-
ing laterally and toward the wall. The wake’s acceleration of the
near-wall flow, shown in Fig. 3, may also reduce lift-off.

Instantaneous Film Cooling Effectiveness. The changing flow
temperature during the cycle indicates that the instantaneous film
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(d) ¥T=0.50 (e) tT=0.67 (H tT=0.83
/k /L /s
! v/ v-
T o 5 T o 5 T o 5

Fig. 17 Dimensionless temperature field at various phases for
B=0.5, Sr=0.15 case

cooling effectiveness must also change. This cannot be measured
directly with a real experimental surface, since the real surface is
not perfectly adiabatic and has a nonzero heat capacity. The sur-
face temperature cannot respond quickly enough to capture the
instantaneous effects of the passing wakes. The flow temperature

(e) ¥T=0.67 (H¥T=0.83
N N DN
— —
— —

Fig. 18 Dimensionless temperature field at various phases for
B=1.0, Sr=0.15 case
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Fig. 19 Dimensionless temperature field at various phases for
B=0.5, Sr=0.30 case
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Fig. 20 Dimensionless temperature field at various phases for
B=1.0, Sr=0.30 case

does respond quickly, however, as shown above, and the instanta-
neous flow temperature near the surface may approximate the
temperature a perfectly responding surface would achieve. The
approximation will not be perfect. The flow immediately adjacent
to the wall will be influenced by the actual steady wall tempera-
ture. The temperature far from the wall will not be representative
of the surface. Still, the instantaneous flow temperature close to
the wall should give a reasonable approximation of the tempera-
ture a perfectly adiabatic wall would achieve, and it will provide
insight into the unsteady film cooling effectiveness. Kohli and
Bogard [22] used measured flow temperatures to extrapolate to
the wall temperature and noted that the extrapolated value differed
from the measured temperature at y/D=0.1 by only 0.02 in ¢. In
the present study, the instantaneous temperatures measured in a
plane at y=0.08D are phase averaged and used to define the ap-
proximate unsteady film cooling effectiveness as

T(y=0. -T.
7]* = ¢(y =0.08D) = w (4)
T}et - TOC

Figure 23 shows contours of the effectiveness, 7 (lower half of
plot), and the time average of the approximation, 7/* (upper half of
plgt), for the B=0.5, Sr=0.30 case. The agreement between 7 and
n 1is good. The same good agreement was generally observed at
the other blowing ratios and Strouhal numbers. More comparisons
are presented below. The good time averaged agreement provides

5 5 5 p 5
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/5 /5 /
= =" =
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Fig. 22 Dimensionless temperature field at various phases for
B=1.0, Sr=0.60 case

confidence to proceed with study of the phase averaged 77* results.

Figure 24 shows a time-space plot of the phase averaged 77*
results for the B=0.5, Sr=0.15 case. The vertical axis indicates
the phase, with the data repeated to show two cycles. A horizontal
line in the figure shows the centerline (Fig. 24(a)) or spanwise
average (Fig. 24(b)) value of 7" at a particular phase. The white
lines show the location of the wake, as determined from the ve-
locity data of Fig. 4. The thicker solid line corresponds to the
leading edge of the wake in the freestream, and the thinner solid
line indicates the trailing edge in the freestream. The dashed lines
indicate the leading and trailing edges of the period of strong
wake turbulence near the wall. The value of 77* drops quickly
after the arrival of the wake near the wall, and continues to drop
until the end of the strong wake turbulence near the wall. The
value then rises between wakes.

Figure 25 shows 77* for the B=1.0, Sr=0.15 case. At the cen-
terline (Fig. 25(a)), for x>3D, the effect of the wake on 7" is
similar to that in the B=0.5 case of Fig. 24. In the upstream
region, however, low 77* indicates lift-off of the jet between wakes
at x<2D. The wakes raise 77* in this region by reducing lift-off,
as shown in Fig. 18.

Results for the Sr=0.6, B=0.5 cases are shown in Fig. 26. As
above, the thick solid line indicates the arrival of the wake in the
freestream, and the dashed lines indicate the period of strong
wake turbulence near the wall. The trailing edge line is not shown,
however, because the effects of the preceding wake are still
present in the freestream when the next wake arrives. As in the
Sr=0.15 case, 77* changes during the cycle, but the variation is not
as large at the higher Sr, and timing with respect to the wake is
more complicated, because the recovery from the previous wake
overlaps the response to the subsequent wake. The same behavior
can be seen at x>3D in Fig. 27 for the Sr=0.6, B=1.0 case.
Upstream of x=3D in the B=1.0 case, the wake increases 77*, as

Fig. 23 Film cooling effectiveness, » (lower half of plot), and
time averaged approximate effectiveness, 11* (upper half of
plot), for B=0.5, Sr=0.30 case
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(b) x/D

Fig. 24 Phase averaged 1;* for B=0.5, Sr=0.15 case; (a) cen-
terline and (b) spanwise average

in the Sr=0.15 case (Fig. 25), by reducing lift-off.

The effective in-wake and between-wake values of 1]* are ex-
tracted from the data of Figs. 24 and 26 along lines sloped accord-
ing to the convection velocity and passing through the data most
disturbed and least disturbed by the wakes. These results, along

(b)

Fig. 25 Phase averaged 7 for B=1.0, Sr=0.15 case; (a) cen-
terline and (b) spanwise average
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6 10 12
(b) x/D

Fig. 26 Phase averaged 11* for B=0.5, Sr=0.60 case; (a) cen-
terline and (b) spanwise average

with the time averaged » and 1;* for all Strouhal numbers, are
shown in Fig. 28 for the B=0.5 cases. At the centerline (Fig.
28(a)), the agreement between the time averaged 77* and 7 is good
at all Sr. At Sr=0.15, the in-wake 7/* is more than 50% lower than
the between-wake value. The between-wake results agree well
with the Sr=0 case values, indicating that the flow is able to
recover to the undisturbed state between wakes. The in-wake val-
ues at Sr=0.15 agree well with the Sr=0.30 and 0.60 results,
suggesting common behavior for the disturbed flow. The differ-
ences between the in-wake and between-wake 77>k are smaller for
the Sr=0.30 and 0.60 cases because the flow does not have time to
recover to an undisturbed state between wakes. The spanwise av-
erage results (Fig. 28(b)) show the same trends as the centerline
results, but the differences between cases and phases are smaller.
Differences for the B=1.0 cases, as shown in Figs. 25 and 27, are
of the order of the experimental uncertainty. The time averaged
effectiveness is generally lower with B=1.0 than with B=0.5,
which tends to make differences smaller as well. The wakes also
increase mixing while reducing lift-off at B=1.0, and these com-
peting effects tend to reduce differences in the effectiveness.

Conclusions

Unsteady wakes were shown to have a strong effect on the film
cooling effectiveness and heat transfer for the cases considered.
Stanton numbers increase significantly with wake Strouhal num-
ber. The increases were similar in cases with and without film
cooling, however, so Stanton number ratios were not strongly de-
pendent on Strouhal number. Phase averaged flow temperature
measurements clearly showed how the wakes disturb the film
cooling jets and the recovery between wakes. At low Strouhal
numbers, the recovery was complete, and the time averaged film
cooling effectiveness results differed only slightly from those in
cases without wakes. At high Strouhal numbers, the time for re-
covery was insufficient, and the jets were disturbed throughout the
cycle, resulting in 50% reductions in effectiveness with B=0.5.
With B=1.0, the combined effects of reduced lift-off and in-
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Fig. 27 Phase averaged 77* for B=1.0, Sr=0.60 case; (a) cen-
terline and (b) spanwise average

creased mixing resulted in little variation of the centerline effec-
tiveness with Strouhal number. Enhanced lateral spreading, how-
ever, resulted in noticeable increases with Sr in the spanwise
average effectiveness for the B=1.0 cases. Unsteady near-wall
flow temperature measurements were used to approximate the un-
steady film cooling effectiveness during the wake passing cycle.
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Fig. 28 Phase averaged 7" in wakes, between wakes, time
mean of all phases, and corresponding » for B=0.5 cases; (a)
centerline and (b) spanwise average
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During the wake passing, the unsteady effectiveness was low and
approximately equal for cases at all Strouhal numbers. Variation
during the rest of the cycle depended on the time available for
recovery between wakes.

Acknowledgment

The first author gratefully acknowledges the Office of Naval
Research for partial support of this work, via the Naval Academy
Trident Scholar Program, on funding Document No.
N0001406WR20137. The second author gratefully acknowledges
partial support by the Naval Air Systems Command.

Nomenclature
B = pieUjei/ U=, blowing ratio

¢, = specific heat at constant pressure

D = film cooling hole and wake generator rod
diameter

f = frequency, Hz

L = length of film cooling hole channel

q" = heat flux

Sr = Strouhal number, Sr=27fD/U.,

St = Stanton number, g, /[ pc,U(T,,—Ty,)]

T = temperature or wake passing period

t = time
U = velocity
u' = phase averaged rms streamwise velocity

x = streamwise coordinate, distance from trailing
edge of film cooling holes

y = normal coordinate, distance from the wall
z = spanwise coordinate, distance from the center-
line of the center hole
n = film cooling effectiveness, (Tyy—Tw)/ (Tiei—Ts)
7 = approximate unsteady film cooling effective-
ness, Eq. (4)
= density

p
¢ = dimensionless temperature, (7-7..)/(Tje;—T-)

Subscripts

aw = adiabatic wall

conv = convective
f = with film cooling
jet = film cooling jet
o = without film cooling
w wall
o0 = mainstream
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The Effects of Blade Passing on
the Heat Transfer Coefficient of
the Overtip Casing in a Transonic
Turbine Stage

In a modern gas turbine engine, the outer casing (shroud) of the shroudless high-pressure
turbine is exposed to a combination of high flow temperatures and heat transfer coeffi-
cients. The casing is consequently subjected to high levels of convective heat transfer, a
situation that is complicated by flow unsteadiness caused by periodic blade-passing
events. In order to arrive at an overtip casing design that has an acceptable service life,
it is essential for manufacturers to have appropriate predictive methods and cooling
system configurations. It is known that both the flow temperature and boundary layer
conductance on the casing wall vary during the blade-passing cycle. The current article
reports the measurement of spatially and temporally resolved heat transfer coefficient (h)
on the overtip casing wall of a fully scaled transonic turbine stage experiment. The
results indicate that h is a maximum when a blade tip is immediately above the point in
question, while the lower values of h are observed when the point is exposed to the rotor
passage flow. Time-resolved measurements of static pressure are used to reveal the un-
steady aerodynamic situation adjacent to the overtip casing wall. The data obtained from
this fully scaled transonic turbine stage experiment are compared to previously published
heat transfer data obtained in low-Mach number cascade-style tests of similar high-
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Introduction

In a gas turbine engine, the design of the blade tips and the
control of the tip leakage flows are important factors in the design
of shroudless axial turbines. Tip leakage has significant implica-
tions for stage efficiency, heat transfer, and durability in high-
pressure turbines. An extensive summary of the current state of
knowledge relating to the tip-leakage problem is provided by Arts
[1]. The basic physical process by which the pressure difference
across the blade tip drives a leakage of fluid through the tip gap is
well characterized from cascade-style testing in low-speed facili-
ties (see, for example, Yamamoto [2]). Investigations such as
those of Heyes et al. [3] have revealed the effect of blade-tip
treatments and tip-gap height on the tip-leakage physics in a low-
speed cascade. Such testing has concentrated on the important
issue of aerodynamic loss produced by the leakage flow. The re-
ported investigations of heat transfer in the tip region of high-
pressure turbines concentrate on the blade tip rather than the over-
tip casing (shroud). The work of Kim and Metzger [4], Papa et al.
[5], and Srinivasan and Goldstein [6] are representative examples
of low-speed cascade-style testing. Such work has considered the
effects of tip-gap height, blade-tip geometry, and blade/casing
relative motion on blade-tip heat transfer.

The issue of overtip casing heat transfer has received less at-
tention in the literature than the related problem of blade-tip heat
transfer. Low-Mach number studies of casing heat transfer include
the work of Cho et al. [7] who used the mass transfer analogy
technique to investigate casing heat transfer in a low-speed linear
cascade with a tip clearance up to 2.85% of blade span. The effect
of tip-gap height was considered and compared to the case with
no tip gap. Large differences were observed between these cases,
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which were subsequently related to the effects of tip leakage on
the blade-row aerodynamics. In general, high levels of mass (heat)
transfer were observed in the tip gap and adjacent to the axis of
the tip-leakage vortex. Being a cascade based investigation, this
work did not simulate the effects of varying flow temperature
through the turbine rotor. The work of Guenette et al. [8] is the
first to report measurements of the overtip casing heat transfer rate
in a fully scaled high-pressure turbine stage. These workers mea-
sured the time-resolved casing heat transfer rate at various axial
positions through the rotor using a short-duration facility. Mea-
surements at a tip gap of 0.8% of blade span and at different
operating conditions (Reynolds number and rotational speed) gave
valuable insight into the highly unsteady nature of heat transfer to
the overtip casing wall. Elevated heat transfer was seen within the
blade-tip gap adjacent to the blade pressure surface corner. The
work of Chana and Jones [9] also reported time-resolved casing
heat transfer rate, with the axial variation of time-mean adiabatic
wall temperature also being presented (showing the reduction in
flow temperature through the rotor). Polanka et al. [10] measured
time-mean heat flux to the blade tip and casing wall of a fully
scaled turbine stage. Guenette et al. [8] and Polanka et al. [10] did
not include the measurement of the adiabatic wall temperature at
each measurement position and were not able to separate the in-
dividual effects of the stage aerodynamics (heat transfer coeffi-
cient) and driver temperature (adiabatic wall temperature). Com-
putational studies of overtip casing heat transfer include the work
of Ameri and Steinthorsson [11] and Ameri et al. [12]. The results
reported by these workers showed a generally falling trend of heat
transfer coefficient (Stanton number) with increasing axial dis-
tance through the rotor. An instantaneous ‘“snapshot” of Stanton
number on the casing is given in Ref. [11], showing the high
values and strong spatial variations in the tip gap. Most recently,
the experimental investigations reported by Thorpe et al. [13]
have provided more detail on the effects of blade passing on cas-
ing heat transfer rate and also the effect of vane-rotor interactions.
This work does include the measurement of the local adiabatic
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wall temperature distribution through the rotor (both steady and
time resolved). Following on from this work, Thorpe et al. [14]
considered the time-varying temperature field in more details and
related this to the stage aerodynamics and work transfer. In a
further step, the current article reports measurements of time-
resolved heat transfer coefficient (4) obtained in the same test
facility and seeks to explain how this is related to the turbine flow
conditions. To the authors knowledge, this is the first time that
such data have been presented for a fully scaled turbine stage
experiment. It is hoped that this information will promote a deeper
understanding of the influence of tip-leakage flow physics on cas-
ing heat load. Ultimately, this study aims to promote better pre-
dictive procedures that improve the turbine design cycle and offer
physical understanding that will allow engineers to make better
informed design choices.

Statement of the Problem

When considering the thermal aspects of the high-pressure tur-
bine, a designer relies on heat transfer data that allows prediction
of the wall heat load under various operating conditions. It is also
desirable to understand how design features (e.g., blade-tip shape)
influence the heat load, and therefore how a design might be im-
proved. In a gas turbine engine, the tip-leakage region of the high-
pressure turbine presents a complex fluid dynamic situation, in-
volving the highly unsteady and compressible flow of combustor-
exit gases. The current state of knowledge relating to overtip
casing heat transfer is relatively poor compared to other parts of
the turbine. The flow field in the blade-tip region is complicated
by the leakage of fluid through the tip gap, which interacts with
the rotor passage flow to give rise to the tip-leakage vortex. When
considering heat transfer to the overtip casing, a further compli-
cation arises due to the fact that work is exchanged between the
fluid and rotor, leading to spatial and temporal variations in fluid
temperature adjacent to the casing wall. In fact, as shown by
Thorpe et al. [13], the fluid temperature near the casing wall fluc-
tuates significantly at the characteristic blade-passing frequency
(with an amplitude of order the stage total temperature drop). The
overtip casing wall is exposed to pulsating flow conditions, with
the frequency of pulsation being the blade-passing frequency (see
Refs. [8,13]). Each point on the overtip casing wall is alternately
exposed to a blade passage and then to a blade-tip gap: The flow
conditions during these two distinct phases of the blade passing
cycle are dramatically different. The primary effect of blade pass-
ing is to impose fluctuations on the near wall flow, including
changes in pressure, flow speed, flow direction, and flow tempera-
ture. At a particular instant in time, these effects manifest them-
selves as a spatial distribution of heat flux; this distribution moves
around the annulus at blade speed. Conversely, at a fixed point on
the casing wall, the effect of blade passing is to establish a tem-
poral fluctuation in heat flux. These changes occur at the charac-
teristic blade-passing frequency, which is of the order of tens of
kilohertz (depending upon the particular design of the turbine).

In situations where both the heat transfer driver temperature
(Tyw—T,,) and heat transfer coefficient (%) are fluctuating in space
and time, the utility of measuring heat flux alone is limited (this is
the physical situation on the overtip casing of a transonic turbine).
In order to understand the complex flow and thermal environment
in the blade-tip region, it is important to separate the individual
effects of the local / and heat transfer driver temperature, that is,
to separate the aerodynamic effects (k) from the temperature ef-
fects (Tow—T,,). This study seeks to achieve this for the overtip
casing in a fully scaled high-pressure turbine test facility.

Overtip Casing Cooling Systems. In order to keep the turbine
endwalls below the limiting temperatures, gas turbine engine
manufacturers employ several strategies. The first of these is to
manipulate the combustor-exit temperature profile such that the
flow temperature adjacent to the endwalls is reduced. However, in
recent years, the trend in producing combustor-exit flow condi-
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tions with flatter radial temperature profiles has tended to mean
that hotter fluid is present near the turbine endwalls. Conse-
quently, endwall cooling is an increasingly important part of the
overall thermal design process (see, for example, Chyu [15] for a
discussion of endwall cooling). Film cooling of the nozzle guide
vane endwall is also utilized, which can result in a lowering of the
flow temperature near the rotor endwalls. The utility of these tech-
niques is hampered by the blade-passing events in which the high
velocity tip-leakage flow effectively scrubs the casing wall every
time a blade tip passes by and tends to introduce high temperature
fluid close to the overtip casing. Secondary flow effects in the
vane row and the radial migration of hotter fluid also promote the
presence of the highest temperature fluid near the outer endwall.
Studies of tip-leakage aerodynamics have shown that fluid enter-
ing the tip gap can be drawn from radial heights far removed from
the blade-tip radial position. This has the tendency to draw hot
fluid from rotor midpassage into close proximity with the endwall.
Ultimately, the limiting metal temperatures are controlled by ac-
tive cooling of the rear side of the casing wall using compressor
bleed air. Thermal barrier coatings may also be applied to the
hot-gas side. From a cooling system design point of view, it is
essential to know the hot-side heat load at particular engine run-
ning conditions. This allows a thermal analysis of the casing wall
to be conducted in association with the internal cooling character-
istics to predict/optimize metal temperatures. Relevant design data
and understanding for the hot-side gas path are particularly diffi-
cult to obtain, not least because of the time-varying aerothermal
conditions, and changes in flow temperature that are present
through the stage.

Definition of the Time-Resolved Heat Transfer Coefficient.
It is important to recognize the definition of heat transfer coeffi-
cient being employed in this study. On the casing wall, both T,
and & fluctuate in space and time due to the effects of blade
passing. In the experiments reported here, measurements of the
local time-resolved heat flux, local time-resolved driver tempera-
ture, and local time-resolved heat transfer coefficient have been
made. These are expressed as a function of the blade-passing
cycle ¢. The measurement parameters are defined and related by
the following equation:

O(#) = (PN To(p) - T,] (1)

where T, has been assumed constant. The local time resolved % is
therefore based on the local time resolved Ty,

Experimental Approach

Turbine Test Facility. The experimental measurements de-
scribed in this article were carried out in the Oxford Rotor Facility
(Ainsworth et al. [16]). This facility has been used in various
studies of high-pressure turbine aerodynamics and heat transfer,
including blade-row interaction (Miller et al. [17]), blade-tip heat
transfer (Thorpe et al. [18]), aecrodynamic loss (Payne et al. [19]),
and turbine stage performance (Atkins and Ainsworth [20]). This
is a short-duration transonic turbine stage experiment that uses an
isentropic light piston tube to generate the required flow condi-
tions. The turbine operating parameters are typical of those found
in modern high-pressure turbine stages. Before each test, the inlet
air is isentropically compressed to raise its stagnation temperature
(to 374 K). This ensures that an engine representative gas to wall
temperature ratio of 1.18 is maintained during the 200 ms run-
time of the facility, enabling the use of fast-response transient heat
transfer instrumentation (described later).

The working section of the facility contains a 0.55 m diameter
shroudless high-pressure turbine stage and allows the simulation
of engine representative Mach and Reynolds numbers as well as
the appropriate gas to wall temperature ratio. The turbine stage
consists of 36 nozzle guide vanes with an exit Mach number of
0.95 and an exit Reynolds number of 2.7 X 10® based on axial
chord. The rotor disk has 60 blades and a design rotational speed
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Fig. 1 A schematic diagram showing the axial positions of the
casing heat transfer instrumentation (numbers refer to axial
chord)

of 8910 rpm. The blade-exit Mach number is 0.98 and the blade
axial chord is 24 mm. The tip clearance of the rotor was 2.25% of
blade height. This tip gap is larger than might be seen in current
engine service but is representative of a machine that has been in
service and suffered some erosion of the tip surfaces. The axial
gap between the upstream vanes and rotor was 36% of vane axial
chord. The total flow-on time was 200 ms, which represents ap-
proximately 30 rotor disk revolutions.

Casing Heat Transfer Instrumentation. An array of fast-
response thin-film gauges mounted on a contoured ceramic insert
was used to measure the unsteady heat transfer rate to the overtip
casing wall. In order to generate heat transfer data with high spa-
tial fidelity, a new fabrication technique was devised that allows
miniature thin-film sensors to be etched directly onto the turbine
components at precisely known locations. Further details of the
heat transfer instrumentation and laser etching technique are pro-
vided by Thorpe et al. [21]. The casing heat flux sensors are 1
X 0.08 mm? in plan form and arranged in a regular 7 X 8 array
across one nozzle guide vane pitch (7 in the circumferential direc-
tion and 8 in the axial direction). The frequency response of the
heat transfer measurement system is from dc to 100 kHz. The
axial positioning of the heat transfer gauges is shown in Fig. 1.

The unsteady heat transfer rate can be considered to consist of
three components: the time-mean value, the deterministic un-
steady fluctuation, and the random unsteady fluctuation. The de-
terministic unsteady component is related to the effects of blade
passing. The data presented later are ensemble averaged at the
blade-passing frequency so as to establish the effect of blade-
passing and remove random fluctuations.

Measurement of Time-Resolved Heat Transfer Coefficient
and Adiabatic Wall Temperature. As was noted previously, the
fluctuating heat transfer rate to the casing wall is influenced by
both aerodynamic and thermal unsteadiness, which cause the heat
transfer coefficient and driver temperature to vary in space and
time. The emphasis in the current work is to isolate the individual
effects of these time-varying quantities on the wall heat flux. This
has required the development of a new approach to heat transfer
measurement in short-duration wind tunnels such as the Oxford
Rotor Facility [21].

The method for measuring time-resolved heat transfer coeffi-
cient and adiabatic wall temperature is as follows. For each heat
transfer gauge, the time-resolved wall heat flux is measured at a
range of wall temperatures. This involves several repeat tests in
the turbine facility, with the wall temperature being adjusted to a
different value prior to each test. The time-resolved heat transfer
data for each gauge are ensemble averaged at the blade-passing
frequency to produce the deterministic unsteady component: That
is, the heat transfer rate is expressed as a function of blade-passing
phase. At each time point in the blade-passing cycle, the heat
transfer rate is plotted as a function of wall temperature, using the
data accumulated over typically ten turbine facility tests. A linear
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Fig. 2 Schematic diagram of the heat transfer instrumentation
(showing Peltier installation)

relationship between Q and T, has been observed in both time-
mean and time-resolved data. The values of 4 and T, at each
phase in the blade-passing period are then determined from a
straight line fit to the data. For each heat transfer gauge, this
analysis produces the heat transfer coefficient and adiabatic wall
temperature as a function of blade-passing phase.

To achieve this type of measurement, it is necessary to set the
casing wall temperature to a particular value before each test in
the short-duration turbine facility. The instrumented sector of the
casing wall can therefore be heated or cooled prior to each test. In
this way, the unsteady heat transfer rate can be measured as a
function of the wall temperature. Heating or cooling of the wall
has been achieved using a Peltier heat pump device. The wall
temperature can be adjusted over a range of 35 K by varying the
electrical power supplied to the heater/cooler. Figure 2 shows a
schematic diagram of the instrumented casing wall sector.

Measurement Accuracy. The measurement of wall surface
heat flux with thin-film gauges is a well characterized experimen-
tal technique that has been used for many years (Schultz and
Jones [22]). The accuracy of this type of measurement system is
generally around 5% in surface heat transfer rate (at 95% confi-
dence); most of this uncertainty is associated with the thermal
product of the substrate material. The measurement of adiabatic
wall temperature and heat transfer coefficient as described in this
article is a more complex experimental procedure that introduces
additional uncertainties. The uncertainty in these measured param-
eters has been assessed and reported by Thorpe et al. [21]. The
measurement performance depends upon several factors, includ-
ing the calibration uncertainty of the thin-film gauge temperature
response and the repeatability of the experimental facility flow
conditions. In addition, the uncertainty is influenced by the range
of wall temperatures employed in the procedure and the number
of tests used to define the relationship between wall heat flux and
wall temperature. Typical uncertainties are 3 K for T, and 12%
for h. Spatial resolution is limited by the gauge size (1.0 mm).

Experimental Results

This section presents the experimental data obtained for the
casing wall. The ensemble averaged heat flux, heat transfer coef-
ficient, and adiabatic wall temperature are described at various
axial positions and as a function of the blade-passing cycle. Note
that the blade-passing period is 1.12X 10™* s. The data from the
seven heat transfer gauges at each axial location are phase shifted
and averaged in order to remove vane-interaction effects. It should
be noted that some vane-interaction effects have been observed in
the data. However, the purpose of the current article is to present
the overall effect of blade passing on the casing heat transfer
coefficient rather than the details of vane-rotor interaction.

The graphs present data at positions that range from —20% to
+79% rotor axial chord (the positions noted in Fig. 1). The graphs
have lines that indicate the point in the blade-passing cycle when
the suction surface (green) and pressure surface (red) arrive at the
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Fig. 3 The time-resolved heat transfer rate at various axial lo-
cations as a function of blade-passing phase (green line indi-
cates blade suction surface, and red line the blade pressure
surface)

particular measurement location. In addition to the graphs, the
data are also plotted in contour format to illustrate the spatial
effects of blade passing.

Heat Transfer Rate. Figure 3 shows a series of graphs of the
time-resolved heat transfer rate at eight axial positions on the
casing wall. Note that all the data have been normalized by the
time-mean heat transfer rate at —20% axial chord. Upstream of the
blade-row (in the vane-rotor axial gap) small amplitude fluctua-
tions in the heat transfer rate can be observed. The peak is asso-
ciated with the presence of a blade leading edge immediately
downstream. This indicates that the presence of the moving blades
propagates upstream of the blade leading edge and affects the heat
transfer rate. These changes in heat flux may be due to a modifi-
cation of A, T,,, or both. Between 7% and 50% axial chords, the
amplitude of the fluctuation in heat flux increases. Beyond 50%
axial chord, the amplitude reduces slightly. In this region (7-79%
axial chord), the blade tip passes directly over the measurement
positions, giving characteristically large changes in heat transfer
rate. At all axial locations, the highest heat transfer rates are as-
sociated with the tip-leakage flow. In general, the highest ampli-
tude fluctuations are coincident with the regions of highest blade
lift (around midaxial chord) where the tip-leakage flow is likely to
be strongest. In the blade passage, the heat flux is high toward the
blade pressure surface, with a minimum heat flux occurring in the
midpassage region. However, a rapid increase in heat flux is ob-
served as the blade suction surface approaches the measurement
point. Toward the trailing edge of the rotor (79% axial chord), the
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heat flux in the center of the passage becomes more uniform than
is seen further forward, with a less pronounced minimum. This
possibly reflects more uniform flow conditions in this region com-
pared to further upstream where large cross-passage gradients ex-
ist in the flow conditions.

The casing heat flux data presented in Fig. 3 are also shown as
a contour plot in Fig. 6(a). This figure graphically illustrates the
relationship between the blade position and the spatial distribution
of heat flux on the casing wall. It is clear that the heat flux falls as
the flow transits the blade row, and that very high heat transfer to
the casing occurs within the tip gap. The region of highest heat
transfer occurs in the tip gap toward the blade suction surface and
centered on midaxial chord (Label A). Lowest heat transfer rates
occur in the blade passage towards blade exit (Label B). There
appears to be little or no effect of the tip-leakage vortex on the
casing heat transfer. This coincides with the observations of Guen-
ette et al. [8] for a turbine with a smaller tip clearance (0.8% of
blade span compared to 2.25% in the current work). The results
given in Ref. [8] also show a region of highest heat transfer in the
tip gap but adjacent to the pressure surface rather than the suction
surface.

While the phase-resolved heat flux data are very useful for un-
derstanding the overall impact of blade passing on heat transfer,
they do not immediately allow physical insight into why the heat
flux is varying. A more useful understanding could be gained from
knowing by how much 4 and T, are changing during the blade-
passing cycle. It is the intention of the following sections to quan-
tify the relative importance of these two factors.

Heat Transfer Coefficient. Figure 4 shows a series of graphs
of the measured time-resolved heat transfer coefficient at eight
axial positions on the casing wall as a function of blade-passing
phase (note that all the data are normalized by the time mean & at
—20% axial chord). The data are presented in the same format as
the heat flux data shown in Fig. 3: the green and red vertical lines
indicate the position of the blade suction surface and pressure
surface (red), respectively. The data are generally characterized by
large fluctuations in heat transfer coefficient as the blades pass
over the casing wall. In the vane-blade axial gap (—20% and —8%
axial chord), small blade-phase related changes in heat transfer
coefficient are evident: An increase occurs when the blade leading
edge is immediately downstream. It appears that the presence of
the moving blades affects conditions upstream in the transonic
exit conditions at vane exit, leading to a modification of the ther-
mal conductance of the boundary layer.

At positions further downstream, a strong increase in heat trans-
fer coefficient is clearly seen within the blade-tip gap, where the
highest & values are measured at each axial location. The largest
amplitude fluctuations in & are seen around the midaxial chord
region (35%, 50%, and 64%). Comparing the data with that in
Fig. 3, it is clear that the time-varying £ is a significant factor in
causing the related changes in heat flux.

In the overtip region, where the blade tips pass directly over the
measurement positions, a sharp rise in 4 is evident as the blade
suction surface approaches (green line), reaching a peak value
within the tip gap. A fall in % is noted as the blade tip continues to
pass over and the blade-pressure surface approaches. Within the
blade passage 4 is generally higher near the blade pressure sur-
face. However, / falls as the blade passage traverses the measure-
ment point and reaches a minimum toward the blade suction
surface.

The mean level of the heat transfer coefficient falls consistently
with increasing axial distance. It is also clear that /2 can more than
double during the blade-passing cycle (at 35% and 50% axial
chord), and that a large fluctuation in % is seen throughout the
overtip region of the casing.

The casing heat transfer coefficient data are also presented as a
contour plot in Fig. 6(b), which clearly illustrates the spatial ef-
fects of blade passing. Comparing these data with the heat flux
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Fig. 4 The time-resolved heat transfer coefficient at various
axial locations as a function of blade-passing phase (green line
indicates blade suction surface, and the red line the blade pres-
sure surface)

data presented in Fig. 6(a), it is clear that the time-varying heat
flux distribution is associated with the changing level of the heat
transfer coefficient (as might be anticipated). The highest values
are seen in the tip gap (Label A). Likewise, the regions of low
heat transfer rate in the blade passage (Label B) are regions of low
h. However, the changes in 4 do not entirely explain the observed
variation in heat flux. For example, along the forward part of the
suction surface of the blade (Label “C”), a region of high heat flux
extends axially upstream of the blade tip, but this is not reflected
in a comparable area of high /& in Fig. 6(b). Clearly, a second
mechanism is also important in this region (this being the flow
temperature and discussed in a later section). Interestingly, there is
no evidence of an increase in 4 in the blade passage due to the
tip-leakage vortex, in contrast to the results seen in low-Mach
number cascade testing by Cho et al. [7]. In the results of Ref. [7],
the tip-leakage vortex was seen to emerge from the tip gap at
around 60% rotor axial chord for a similar tip-gap height to that
used in the current work. It is of course difficult to draw conclu-
sions since the blading in the two cases is not identical. The lo-
calized region of high 4 in the tip gap (Label A) is also not seen in
the results of Ref. [7]. In fact, apart from the work of Cho et al.
[7], no direct comparable data relating to & on the casing wall are
known to the authors. A more detailed discussion of the factors
affecting the heat transfer coefficient is presented in a later sec-
tion.

Adiabatic Wall Temperature. Figure 5 shows a series of
graphs of the measured time-resolved adiabatic wall temperature

Journal of Turbomachinery

1.2

- 20 % axial chord

12 . ‘
1|-79.%.axial.chord.......... | R e I e _
o8 I} e S ]
0 0.5 1 15 2 25 3

blade passing phase

Fig. 5 The time-resolved adiabatic wall temperature at various
axial locations as a function of blade-passing phase (green line
indicates blade suction surface, and the red line the blade pres-
sure surface)

on the casing wall. Generally, the structure of the time-resolved
data is similar to that of the heat flux shown in Fig. 3, as might be
expected. As was observed in the heat flux and 4 data, it is evident
that fluctuations in flow temperature occur upstream of the blade
row in the vane-rotor axial gap: Fluctuations in temperature of
around 25 K are observed at —8% axial chord, with the peak being
associated with the presence of a blade leading edge immediately
downstream. The spatial structure of these fluctuations can be ap-
preciated from the contour plot presented in Fig. 6(c). It is inter-
esting to note that a region of higher temperature extends axially
upstream of the blade suction surface (Label C). This region of
elevated temperature explains the high heat flux also observed in
this region in Fig. 6(a).

The variations in the casing 7,,, are due to the distribution of
work transfer within the turbine rotor (this is discussed in detail
by Thorpe et al. [14]). As the flow passes through the blade pas-
sage, it is turned and decelerated in the absolute frame of refer-
ence. The absolute total temperature of the flow drops as energy is
extracted and its absolute circumferential velocity is reduced. This
is clearly seen in the contour plot in Fig. 6(c) (Label B). The
reduction in Ty, in the blade passage produces a correspondingly
strong attenuation of heat flux, as seen in Fig. 6(a) (Label B). It is
interesting to note that the highest measured T, occurs within the
tip gap and is actually higher than the value seen at rotor inlet.
This increase in absolute temperature is caused by work transfer
to the fluid, that is, energy addition to the tip-leakage fluid [14].
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Fig. 6 Contour plots of the time-resolved conditions on the
overtip casing wall: (a) heat transfer rate, (b) heat transfer co-
efficient, and (c¢) adiabatic wall temperature

The regions of high 7, in the tip gap are also associated with
high heat flux, which can be appreciated by comparing Figs. 6(a)
and 6(c).

Further Discussion of Results

To summarize the experimental findings, (1) higher heat trans-
fer to the casing occurs in the blade-tip gap, while lower heat
transfer occurs in the blade passage; (2) the heat transfer in the
passage decreases as the absolute flow temperature and heat trans-
fer coefficient fall through the rotor; (3) the heat transfer coeffi-
cient and flow temperature in the tip gap are generally high, while
those in the blade passage are lower. The factors giving rise to
these observations will now be discussed.

It is normal for aerodynamicists to consider the flow through
the rotor blade passages in the blade-relative frame of reference.
However, it is essential to use the flow conditions in the absolute
frame when considering heat transfer to the overtip casing. This
allows the effects of the blade/casing relative motion to be taken
into account, as well as the effect of changing flow total tempera-
ture. Shown in Fig. 7 is a schematic diagram of typical velocity
vectors at a few points of interest on the casing wall: red vectors
are absolute, and black vectors are blade relative. The measured
static pressure distribution on the casing wall is shown in Fig. 8 in
an equivalent manner to the heat transfer data presented in Fig.
6(a). The nozzle guide vane exit flow (Label “a”) and the blade-
tip gaps (Labels “b” and “d”) are regions of high absolute flow
velocity. At position a, the nozzle guide vane exit flow is close to
sonic, as revealed in the static pressure distribution shown in Fig.
8. In a transonic turbine, the pressure ratio across some parts of
the blade-tip gap is sufficient to drive sonic and even supersonic
flow speeds in the blade-relative frame of Ref. [23]. Also, the
tip-leakage flow vector may have a component in the direction of
blade movement. As a consequence, the flow speed in the tip gap
in the absolute frame of reference can be particularly high. These
regions of high flow speed are seen in Fig. 6(b) to be areas of high
heat transfer coefficient also. In the blade passage, the flow is
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Fig. 7 A schematic diagram illustrating typical flow vectors in
the blade-tip region

turned and accelerated in the blade relative frame of reference,
leading to a reduction of static pressure, as seen in Fig. 8. When
viewed in the absolute frame, this leads to a reduction in flow
speed, as shown by the red vectors at labels a, c, and e in Fig. 7.
This reduction in absolute speed is associated with a reducing heat
transfer coefficient, as seen in Fig. 6(b) at Label “D.” In addition
to these flow speed changes, the schematic diagram in Fig. 7 also
suggests that the flow direction on the casing wall oscillates over
a wide angular range during the blade-passing period. In addition,
the regions of high absolute flow velocity also tend to be associ-
ated with high T, as seen in Fig. 6(c). Overall, this means the tip
gap transfers a disproportionate quantity of heat to the casing
wall. Consequently, consideration of the effect of tip-leakage
aerodynamics and blade-tip design is important to casing heat
load.

Heat Transfer in the Presence of Periodic Temperature
Fluctuations. The data in the previous sections have clearly dem-
onstrated that both 4 and T,, on the casing wall fluctuate in a
cyclical manner at the blade-passing frequency. This section will
consider the implications of this for the experimental investigation
of casing heat transfer.

The time-resolved heat flux at a point on the casing wall can be
expressed by Eq. (1), where the time-varying quantities are ex-
pressed as functions of the blade-passing phase, ¢. Considering 4,

T,y and O to be composed of a time mean and periodic unsteady
(deterministic) component, we can then write

0(d)=0+0'(¢)
Taw(d’) = 7_waw + Ta,w( ¢)
W)=+ ()

where the deterministic components have a zero time-mean value.
Substituting these into Eq. (1), and taking the time-mean of the

A 2 A 4

P/ P

0.2 0.3 04 05 0.6

Fig. 8 A contour plot of the time-resolved casing static
pressure
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Table 1 Steady and unsteady heat flux contributions to casing
heat load (expressed as a percentage of total heat load at each
axial position)

Axial Steady heat Unsteady
position (%) flux (%) heat flux (%)

=20 100 0

-8 100 0

7 99 1

21 98 2

35 87 13

50 86 14

64 83 17

79 25 75

resulting equation, the following expression for the time-mean
heat flux is obtained:

é = E(Taw - Tw) +

steady heat flux

W'TL, (2)

unsteady heat flux

time-mean

heat flux

This equation shows that the time-mean heat transfer rate can
be considered to consist of two parts: (1) the steady part based on
the time-mean heat transfer coefficient and adiabatic wall tem-
perature, and (2) the unsteady part arising from the fluctuations in
these parameters. This equation shows that the time-mean heat
flux is not just dependent on the time-mean heat transfer coeffi-

cient () and time-mean driver temperature (Y_"aw—Tw). In fact, in a
case where h'T,,# 0, the fluctuating components also contribute

to the net heat transfer rate: even in the case where 7,,=T7,,, the
time-mean heat flux may still be nonzero. This point serves to
emphasize that when both 4 and T,,, fluctuate, experimental simu-
lation of the heat transfer conditions needs to be carefully consid-
ered. In the current investigation, the blade-passing events impose
just such time-varying flow conditions on the casing wall. It is
instructive then to determine the relative magnitude of the two
terms on the right hand side of Eq. (2). Such an analysis can be
achieved using the time-resolved data obtained in this study, and
this is summarized in Table 1 (this being for a T,,;/T,,=1.18). The
data show that in regions of small amplitude fluctuations (—20%
to 21% axial chord), the unsteady heat flux term is small, and the
heat transfer can be described using time-mean quantities. In re-
gions of high amplitude fluctuations and positions where the wall
temperature is close to the time-mean adiabatic wall temperature
(35-79% axial chord), the unsteady heat flux becomes a signifi-
cant contributor to the overall heat load.

In light of these findings, it is suggested that when conducting
experiments related to overtip casing heat transfer, the aim of the
experiments needs to be carefully considered. Such experiments
can be divided (roughly speaking) into two broad families: (1)
fully scaled simulations of engine conditions that allow estimation
of the heat transfer in an engine application (e.g., the turbine stage
experiments reported here); (2) simplified experiments that allow
the detailed investigation of design parameters but which do not
incorporate the full scaling of the turbine problem (e.g., the use of
low-Mach number cascade-style facilities). Low-Mach number
cascade experiments are essentially isothermal and do not simu-
late the temperature fluctuations associated with work transfer
(T;,,=0). Such testing is useful for ascertaining the effect of fac-

tors such as blade-tip design on 4. However, when deterministic
fluctuations in both 7, and & are present, the use of mean tem-
peratures and mean heat transfer coefficients can be misleading
when trying to predict engine heat transfer, as indicated by the
discussion relating to Eq. (2).

Journal of Turbomachinery

Conclusions

Experimental measurements have shown that the overtip casing
wall of a transonic turbine is exposed to large temporal fluctua-
tions in heat transfer rate that are associated with blade-passing
events. By adopting a new measurement strategy in a short-
duration test facility, it has been possible to measure the time-
resolved heat transfer coefficient and time-resolved adiabatic wall
temperature associated with this blade passing. These data have
allowed the aerodynamic causes of the fluctuating heat transfer
rate to be assessed, that is, to separate the effects of heat transfer
coefficient and flow temperature.

At some points on the casing wall, the ratio of maximum to
minimum heat transfer coefficient during the blade-passing period
can be in excess of 2. This large fluctuation is most pronounced in
the midaxial chord region of the blade. At all measurement loca-
tions, the maximum value of the heat transfer coefficient is ob-
served when a blade tip passes over a particular point. Lower
levels of heat transfer coefficient have been seen during the transit
of a blade passage, reaching a minimum just before the arrival of
the blade suction surface. A steep rise in the local heat transfer
coefficient is observed as the suction surface passes over the point
in question. The effect of the moving blades propagates upstream
into the vane-blade gap, producing changes in heat transfer coef-
ficient and flow temperature. These are relatively small compared
to the fluctuations seen in regions where the blade tip passes di-
rectly over the point in question. An explanation of the distribu-
tion of heat transfer coefficient based on the changes in absolute
flow velocity has been proposed.

The overtip casing experiences flow conditions in the absolute
frame of reference, and as a consequence is exposed to time-
varying flow temperatures that are dictated by the distribution of
work transfer within the rotor. Consideration of situations where
both flow temperature and heat transfer coefficient are varying in
time has shown that the net heat load to the casing is affected by
both time-mean and time-varying quantities. Due to the elevated
heat transfer coefficient in the tip gap, a disproportionate quantity
of heat is transferred from the tip-leakage fluid to the casing wall.
This suggests that the aerodynamic design of the blade tip is par-
ticularly important to casing heat load.
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Nomenclature
h = heat transfer coefficient
h = time-mean heat transfer coefficient
h' = fluctuating component of heat transfer
coefficient
p = pressure
0 = wall heat flux
Q = time-mean wall heat flux
Q' = fluctuating component of wall heat flux
t = time
T = temperature
T = time-mean temperature
T' = fluctuating component of temperature
¢ = blade-passing phase angle
Subscripts
aw = adiabatic wall
w = wall
ol = stage inlet total conditions
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Combined Effects of Wakes and
Jet Pulsing on Film Cooling

Pulsed film cooling jets subject to periodic wakes were studied experimentally. The wakes
were generated with a spoked wheel upstream of a flat plate. Cases with a single row of
cylindrical film cooling holes inclined at 35 deg to the surface were considered at blow-
ing ratios B of 0.50 and 1.0 with jet pulsing and wake Strouhal numbers of 0.15, 0.30,
and 0.60. Wake timing was varied with respect to the pulsing. Temperature measurements
were made using an infrared camera, thermocouples, and constant current (cold wire)
anemometry. The local film cooling effectiveness and heat transfer coefficient were de-
termined from the measured temperatures. Phase locked flow temperature fields were
determined from cold-wire surveys. With B =0.5, wakes and pulsing both lead to a
reduction in film cooling effectiveness, and the reduction is larger when wakes and
pulsing are combined. With B = 1.0, pulsing again causes a reduction in effectiveness, but
wakes tend to counteract this effect somewhat by reducing jet lift-off. At low Strouhal
numbers, wake timing had a significant effect on the instantaneous film cooling effective-
ness, but wakes in general had very little effect on the time averaged effectiveness. At
high Strouhal numbers, the wake effect was stronger, but the wake timing was less
important. Wakes increased the heat transfer coefficient strongly and similarly in cases
with and without film cooling, regardless of wake timing. Heat transfer coefficient ratios,
similar to the time averaged film cooling effectiveness, did not depend strongly on wake
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timing for the cases considered. [DOI: 10.1115/1.2812335]

Introduction

Film cooling has been studied extensively to provide improved
cooling of the airfoils in gas turbine engines and thus increase
their life and allow for higher turbine inlet temperatures. Approxi-
mately 20-25% of compressor air is used for cooling of high
performance turbine engines (Ekkad et al. [1]). If the amount of
required coolant air could be reduced, engine efficiency would
increase. Most investigations have focused on steady flow cases.
The flow in a gas turbine engine, however, is inherently unsteady.
The main flow is unsteady, with high freestream turbulence and
periodic unsteadiness caused by the interaction between vane and
blade rows in the turbine. Upstream airfoils shed wakes, which
periodically impinge on the airfoils downstream. The wakes in-
clude a mean velocity deficit and increased turbulence, with ef-
fects similar to those of high freestream turbulence. Wakes can
disrupt film cooling jets, reducing the film cooling effectiveness in
some areas and possibly enhancing it in others. Wake induced
turbulence may also increase heat transfer coefficients, thereby
reducing the overall benefit of film cooling.

A few studies have investigated the effect of wakes on film
cooling. Funazaki et al.[2,3] considered flow around the leading
edge of a blunt body subject to wakes produced by a spoked
wheel. In a series of studies, Ou et al. [4], Mehendale et al. [5],
Jiang and Han [6], Ekkad et al. [7], Du et al. [8,9], and Teng et al.
[10-12] used a linear cascade with an upstream spoked wheel to
generate wakes. Film cooling effectiveness, heat transfer coeffi-
cients, and time averaged flow temperature fields were docu-
mented for cases with various blowing ratios, hole locations and
geometries, density ratios, and freestream turbulence levels.
Heidmann et al. [13] used a rotating facility to investigate the
effect of wakes on showerhead film cooling. They report time
averaged film effectiveness. Wolff et al. [14] utilized a linear cas-
cade in a high speed facility with cooling holes on the suction side
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and pressure side of their center blade. Wakes were generated with
rods fastened to belts, which traveled around the cascade and two
pulleys. Phase averaged velocity and turbulence levels were docu-
mented in multiple planes on both sides of the airfoil. Adami et al.
[15] did numerical simulations of the flow through this cascade.
Deinert and Hourmouziadis [16] conducted an experimental study
in which they investigated the effects of main flow unsteadiness,
but without wakes. The test surface was a flat plate, and a rotating
flap downstream of the plate created the unsteadiness. Film cool-
ing acted to suppress a separation bubble on the surface. Docu-
mentation included phase averaged velocity and temperature
fields in the flow.

Further discussion of the studies listed above is available in
Womack et al. [17], who documented the unsteady temperature
field in a film cooling flow on a flat plate disturbed by wakes from
a spoked wheel. The spokes rotated toward the plate, simulating
the wake effect on an airfoil suction surface. Phase averaged tem-
perature fields showed how the wake causes the film cooling jet to
disperse. The jet returned to a steady condition between wakes at
low wake Strouhal numbers, but there was insufficient time for
full recovery at higher Strouhal numbers. At low blowing ratios
(B=0.25 and 0.5), the wakes resulted in lower film cooling effec-
tiveness, but at a higher blowing ratio (B=1.0), the wakes helped
to mitigate jet lift-off effects by pushing the film cooling fluid
back toward the wall and increasing the effectiveness. Heat trans-
fer coefficients increased with wake passing frequency, with
nearly the same percentage increase in the cases with and without
film cooling. Unsteady near-wall flow temperature measurements
were used to approximate the unsteady film cooling effectiveness
during the wake passing cycle. During the wake passing, the un-
steady effectiveness was low and approximately equal for cases at
all Strouhal numbers. Variation during the rest of the cycle de-
pended on the time available for recovery between wakes. At the
lowest Strouhal number considered, the unsteady effectiveness
during the wake passing dropped to less than 50% of the between
wake value at some locations.

In addition to shedding wakes, airfoils passing both upstream
and downstream of a turbine passage cause periodic flow block-
age, inducing pressure fluctuations, which could cause film cool-
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ing jets to pulsate. Only a few studies have considered the effects
of pulsed jets. Bons et al. [18] used a loudspeaker to induce pul-
sations in their jets and examined the effects on film cooling of a
flat plate. They found that pulsation resulted in reduced film cool-
ing effectiveness for low blowing ratios, and that the effectiveness
increased slightly as the blowing ratio increased to 1.5. Ligrani et
al. [19], Seo et al. [20], and Jung et al. [21] used static pressure
pulsations of the main flow to induce jet pulsing. They showed
that pulsations cause the film cooling jet to spread more uniformly
across the test surface.

Ekkad et al. [1] were the first to consider direct control of the
coolant jets to improve film cooling. They controlled the pulsing
using solenoid valves. Their geometry had a single film cooling
hole angled at 20 deg to the surface and 90 deg to the streamwise
direction, located on the leading section of a cylinder. Ekkad et al.
[1] stated that pulsed jets increase the ability to effectively protect
the surface and slightly lower heat transfer coefficients compared
to continuous jets in some cases. Ou and Rivir [22] also found
promising results in a study of shaped cooling holes using the
same facility. Nikitopoulos et al. [23] did a numerical study of
pulsed film cooling.

Coulthard et al. [24,25] considered pulsed film cooling from a
row of holes on a flat plate. Solenoid valves were used to cycli-
cally turn the jets on and off. Film cooling effectiveness, heat
transfer coefficients, and unsteady flow temperature fields were
documented. Pulsing the film coolant resulted in higher heat trans-
fer coefficients, but the change was generally small compared to
the changes in the film cooling effectiveness. Pulsing induced a
high startup velocity, which momentarily increased jet lift-off.
Higher pulsing frequencies tended to result in lower effectiveness.
At the highest frequencies tested, however, this trend was re-
versed. There was insufficient time for the jets to turn fully off,
resulting in some low momentum flow from the hole during the
“off” portion of the cycle. At high blowing ratios, this low mo-
mentum fluid helped mitigate jet lift-off, thereby increasing the
effectiveness.

Whether or not controlled pulsing can improve film cooling,
natural pulsation occurs in engines and occurs in combination
with wakes. To the authors’ knowledge, the combined effects have
not been studied in detail. The incomplete knowledge of unsteady
cooling flow behavior is typically overcome by supplying enough
cooling air to prevent damage to all components in the turbine.
This can lead to overcooling in some areas, reducing engine effi-
ciency. Better documentation of the unsteady behavior may lead
to more efficient use of cooling air and increased engine effi-
ciency. Given the large change in unsteady film cooling effective-
ness during wake passing events documented by Womack et al.
[17], the timing of pulses relative to wakes may be very impor-
tant. If the pulse timing could be controlled, it might be advanta-
geous to provide coolant only when it would be effective. Alter-
natively, Womack et al. [17] noted that wakes tend to mitigate jet
lift-off by pushing film cooling jets back toward the surface. If
wakes were timed to coincide with the start of a pulse, they might
help to control the lift-off associated with startup noted by Coulth-
ard et al. [24]. Since film cooling jets pulse in response to pressure
fluctuations in engines, it might be possible through clocking to
control the timing.

In the present study, the effects of pulsed jets and wakes on film
cooling are combined. Experiments were conducted in a flat plate
facility with a single row of five streamwise oriented round holes
inclined at 35 deg to the surface and spaced 3D apart. The geom-
etry has been used in many studies including Bons et al. [18],
Burd and Simon [26], Pedersen et al. [27], and Kohli and Bogard
[28]. Blowing ratios of 0.5, and 1.0 were investigated with various
wake passing frequencies and pulse timings relative to the wakes.
In all cases, the wake passing and pulsing frequencies were equal.
Phase averaged flow temperature distributions and time averaged
film cooling effectiveness and heat transfer results are presented
below.
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Fig. 1 Wind tunnel configuration: (a) schematic, (b) photo-
graph of test wall with sidewalls, (c) photograph looking up-
stream at rod moving across main flow

Experimental Facility and Measurements

Experiments were conducted in the facility constructed by
Coulthard et al. [24,25,29] to study pulsing effects and modified
by Womack et al. [17] to include wakes. It consists of an open
loop subsonic wind tunnel with a test plate at the exit of the
contraction, and a plenum to supply the film cooling jets. The
wind tunnel, shown in Fig. 1, was comprised of a blower, a dif-
fuser with three screens, a heat exchanger to maintain air nomi-
nally at 20°C, a honeycomb, a settling chamber with three
screens, and a nozzle with an 8.8 area reduction. The nozzle exit
area was 0.38 X 0.10 m?. The exiting mainstream air was uniform
in temperature and velocity to within 0.1°C and 1%, respectively.
The freestream turbulence intensity at the nozzle exit was 1%.
This value is lower than typical intensity levels in engines. Air
exiting the nozzle forms a wall jet at U,=8 m/s along the flat
plate test wall. The mainstream velocity remained at 8 m/s 18D
downstream of the film cooling holes. At this downstream loca-
tion, the velocity outside the boundary layer was uniform up to the
edge of the free shear layer, which was located 3D from the wall.
The freestream unsteadiness level (rms streamwise fluctuations
normalized on freestream velocity) gradually increased in the
streamwise direction to 6%. This increase is due to the growth of
the shear layer at the edge of the wall jet. Spectral measurements
indicate that the freestream fluctuations are nearly all at frequen-
cies between 5 Hz and 50 Hz, with a peak at 22 Hz. These low
frequencies are associated with large scale structures formed in
the shear layer, which buffet the boundary layer, but do not pro-
mote significant turbulent mixing. The boundary layer is therefore
expected to behave as if subject to low freestream turbulence, and
the heat transfer coefficient results in Coulthard et al. [29] are
typical of low freestream turbulence conditions. The wall jet con-
figuration is based on the facility of Burd and Simon [26].

The film cooling supply plenum was a box with 0.38X0.18
% 0.36 m? inside dimensions. It was supplied by a manifold con-
nected to a high pressure air source. The supply pressure was
adjusted to vary the blowing ratio from B=0.5 to 1.0. The air
passed through small diameter, fast response solenoid valves
(General Valve Series 9 valves with Tota 1 controllers), which
choked the flow between the manifold and the plenum. For a
given supply pressure, the film cooling mass flow remains con-
stant, independent of downstream conditions. Nine valves operat-
ing in parallel provided the desired coolant mass flow. The valves
could be opened for continuous blowing or set to cycle between
fully open and fully closed positions. In the present pulsed cases,
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they were set for a 50% duty cycle, i.e., the valves were open and
closed for equal intervals during the jet pulsing cycle. The plenum
contained a finned tube heat exchanger, midway between the
valves and the film cooling holes. Warm water at 30°C circulated
through the tubes, heating the air to approximately 27°C. Details
of the capacitance of the plenum and the response of the film
cooling jets to the valve actuation are available in Coulthard et al.
[24].

The test wall was constructed of polyurethane foam with a ther-
mal conductivity of 0.03 W/mK. The dimensions were 0.38 m
wide, 44 mm thick, and 1.17 m long, with a starting length of
13.3D upstream of the row of film cooling holes. A wall opposite
the starting length and sidewalls along the length of the test wall,
as shown in Fig. 1(b), helped limit interaction between the wind
tunnel flow and the still air in the room. Foil heating elements
were placed on the foam surface to provide a uniform heat flux
condition, and are described in more details in Coulthard et al.
[25,29]. Heaters were located both upstream and downstream of
the film cooling holes. The heaters were covered with a 0.79 mm
thick sheet of black Formica® laminate to provide a smooth test
surface. The film cooling geometry consisted of a single row of
five round holes inclined at 35 deg to the surface. The sharp edged
holes had a diameter of D=19.05 mm, a length to diameter ratio
L/D=4, and were spaced 3D apart, center to center. A 1.6 mm
thick trip was installed 11D upstream of the leading edge of the
film cooling holes, producing a fully turbulent boundary layer.

Wakes were generated with a spoked wheel between the con-
traction and the test plate. The hub of the wheel was driven by an
electric motor and had 24 threaded holes around its circumfer-
ence, into which 38 cm long, 1.905 cm diameter hollow alumi-
num rods could be installed. When the hub was rotated, the rods
cut through the main flow, generating wakes. The rods were in-
tended to produce wakes simulating those shed from the trailing
edges of upstream airfoils. In an engine, the diameter of an airfoil
trailing edge is of the same order as the diameter of typical film
cooling holes. The rods in the present study, therefore, were cho-
sen to have the same diameter as the film cooling holes in the test
plate. The wake passing velocity in a turbine is of the same order
as the main flow velocity, so the rotation speed of the spoked
wheel was set at 200 rpm, which produced rod velocities of § m/s
at the spanwise centerline of the test section. Combinations of 3,
6, and 12 rods were used to produce wake passing frequencies of
10 Hz, 20 Hz, and 40 Hz. When nondimensionalized using the
rod diameter and main flow velocity, these frequencies correspond
to Strouhal numbers, Sr=27fD/U., of 0.15, 0.30, and 0.60.
These Sr are typical of engine conditions and match the range
considered by Heidmann et al. [13]. The direction of rotation was
set so that the rods moved toward the test plate (clockwise when
looking upstream in Figs. 1(b) and 1(c)), to simulate wakes im-
pacting the suction side of an airfoil. Further details of the wake
generator are available in Womack et al. [17].

Measurements. Thermocouples were placed in the film cooling
plenum, at the plenum-side end of the outermost film cooling
hole, at the wind tunnel exit, on the back of the test plate, in the
ambient air, on the wall of the room to measure the surrounding
temperature for radiation corrections, and in ice water as a refer-
ence. Constant current (cold-wire) and constant temperature (hot-
wire) anemometry were used to measure flow temperature and
velocity, respectively. Boundary layer probes with 1.27 um diam-
eter platinum sensors (TSI model 1261A-P.5) were used for tem-
perature measurements, and boundary layer probes with 3.81 um
diameter tungsten sensors (TSI model 1218-T1.5) were used for
the velocity. An infrared (IR) camera (FLIR Systems Merlin
model) with a Stirling cooled detector was used to measure the
surface temperature field of the test wall. The temperature reso-
lution of the camera was 0.05°C. The camera had a 255
X 318 pixel detector and was positioned such that each pixel cor-
responded to a 1 X 1 mm? area on the test wall. The field of view
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on the test wall corresponded to 13.4D X 16.7D.

An infrared sensor was used to detect the passing of the wake
generator rods. The pulse train from this sensor was digitized
along with the instantaneous anemometer voltages (typically 13 s
long traces at a 10 kHz sampling rate) to allow phase averaging of
the flow velocities and temperatures relative to the wake passing
events. Phase averaged results were typically computed at 24 in-
crements during the wake passing cycle. The pulse train from the
sensor was also used as the input to a circuit, which controlled the
valves for cases with pulsed jets and wakes. The delay between
the wake passing and pulse start, and the duration of the pulse
were independently adjustable.

The film cooling effectiveness and Stanton number were de-
fined, respectively, as follows:

T, -T,
n= T“W—T (1)
jet — Lo
q”
St conv (2)

- pConc(Tw - Taw)

The jet, freestream, and wall (7,,) temperatures were measured.
The convective heat flux gl was determined based on the power
input to the heaters, with corrections for conduction and radiation
losses. Measurements were made for each flow condition with the
wall heaters on and off, to determine local T,, 7, and St. The
procedure is described in more details in Coulthard et al. [25].
Stanton numbers were determined for cases with film cooling
(Sty), and in cases without film cooling (St,) but otherwise similar
main flow, wake, and surface heating conditions. Stanton number
ratios (St;/St,) were computed to determine the effect of film
cooling on heat transfer coefficients.

The thermocouples and IR camera were calibrated against a
precision blackbody source, and the cold-wire probe was cali-
brated against the thermocouples. The uncertainty in the measured
temperature is 0.2°C, and the uncertainty in the measured veloc-
ity is 3%. The uncertainty in the film cooling effectiveness was
determined to be 6% and the uncertainty in the Stanton number is
8%. The uncertainty in the ratio of two Stanton numbers is 11%,
based on a standard propagation of error with a 95% confidence
interval.

As documented in Coulthard et al. [25] before installation of
the wake generator, the boundary layer 0.8D upstream of the film
cooling hole leading edge had a momentum thickness Reynolds
number of 550 and a shape factor of 1.48. The local skin friction
coefficient at this location was 5.4 X 1073 and the enthalpy thick-
ness Reynolds number was 470. The Reynolds number based on
hole diameter and mainstream velocity was 10,000. Womack et al.
[17] confirmed that with the wake generator operating at low Sr,
the phase averaged velocity profile between wakes matched the
profile acquired before installation of the wake generator.

As shown in Womack et al. [17], the freestream turbulence
level rose from about 1% between wakes to about 19% in the
wakes. For the Sr=0.15 case, the freestream settled to its undis-
turbed state between wakes, and this undisturbed condition occu-
pied about 60% of the cycle. The influence of the wake on the
turbulence extended all the way to the wall. When the leading
edge of the wake arrived at the hole, the freestream turbulence
level rose sharply. About 5 ms later, a similar rise in turbulence
was observed near the wall. About 15 ms later, the near-wall tur-
bulence level had fallen. About 20 ms after this, the freestream
turbulence level returned to its undisturbed condition. The dura-
tion of the wake, therefore, was about 40 ms in the freestream,
with the strongest near-wall influence lasting about 15 ms. At the
higher Strouhal numbers, the dimensional timing of the wakes
was about the same, since the freestream velocity and wake gen-
erator speed were unchanged. The time between wakes was re-
duced, however, so the disturbed flow occupied a larger fraction
of the cycle. At Sr=0.3, the calm flow between wakes occupied
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Naming convention for pulse/wake combinations

Name Description

P/INW Pulsed jets, No wakes (steady freestream)
P/WO Pulsed jets, wakes impact out of (between) pulses
P/WI Pulsed jets, wakes impact In (during) pulses
SIW Steady jets with wakes

S/NW Steady jets, no wakes (steady freestream)
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z=-1.5D to 1.5D, y=0 to 2.55D; (a) P/NW, (b) P/WO, (c) P/WI
(see Table 1 for names)
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6 8 10 12

Fig. 3 Phase averaged 7" for B=0.5, Sr=0.15, white lines indi-
cate wake duration in freestream (solid) and near-wall
(dashed); (a) P/NW, (b) P/WO, (c) P/WI

about 20% of the cycle. At Sr=0.6, the wakes merged, and the
freestream turbulence level cycled between a low of about 10%
and a high of 19%.

Velocity profiles acquired at multiple streamwise locations
showed that the propagation speed of the leading edge of the wake
was about equal to the undisturbed freestream velocity, U,
=8 m/s. The trailing edge of the wake was somewhat slower, at
about 0.8U... Near the wall, the leading and trailing edges of the
disturbed flow traveled at about 0.9U... Further details of the wake
including velocity and turbulence profiles are available in Wom-
ack et al. [17].

The film cooling jet velocity and temperature distributions at
the hole exit plane were documented in Coulthard et al. [24]. The
jet temperature was very uniform and matched the plenum tem-
perature to within 0.2°C. With steady blowing, the velocity was
highest in the upstream section of the hole, and agreed with the
results of Burd and Simon [26], who considered the same geom-
etry. Phase averaged velocity distributions were also shown in
Coulthard et al. [24]. Since the jets were only heated to approxi-
mately 7°C above the mainstream temperature, the density ratio
of jets to mainstream was 0.98. Hence the blowing and velocity

Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



40 P> oo
=
3
E

x/D

Fig. 4 Time averaged centerline 5 and #" for B=0.5, Sr=0.15

ratios were essentially equal.

Three-dimensional surveys of the flow temperature were mea-
sured using the cold-wire probe. Each survey consisted of a 29
X 11 X5 grid with 1595 measurement locations. In the streamwise
direction, 29 evenly spaced locations extended from x=-1.74D
(the leading edge of the film cooling holes) to 12.2D. In the wall
normal direction, there were 11 evenly spaced locations extending
from y=0 to 2.55D. Coulthard et al. [24] confirmed that the flow
was symmetric about the spanwise centerline in this facility, so
spanwise locations were all on one side of the centerline, with five
evenly spaced points extending from z=0 to the midpoint between
adjacent holes at z=1.5D.

Results and Discussion

B=0.5 Cases

Sr=0.15. The nominal blowing ratio in the discussion below
refers to the blowing rate when the jets are turned on. For the
pulsed cases, this means the time averaged blowing ratio is about

d, PINW
b, PINW

Fig. 5 Phase averaged centerline z* for B=0.5, Sr=0.15, d
=during pulse, b=between pulses

Fig. 6 Centerline Stanton number ratio, St/St,, for B=0.5, Sr
=0.15
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0 2 4 6 8 10 12
(© x/D

Fig. 7 Phase averaged 7" for B=0.5, Sr=0.30; (a) P/NW, (b)
P/WO, (c) P/WI

0.25 for the nominal B=0.5 cases. Various pulsing/wake combi-
nations were tested for each blowing ratio as described by the
naming convention in Table 1. The three-dimensional temperature
fields for the nominal B=0.5 cases with Strouhal number equal
0.15 are shown in Fig. 2. Six phases of the jet pulsing cycle are
shown for each case, labeled with the time ¢ normalized on the

40 P> oo
=
3
E

Fig. 8 Time averaged centerline % and 7" for B=0.5, Sr=0.30
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d, PINW

Fig. 9 Phase averaged centerline 7" for B=0.5, Sr=0.30

period 7. As explained in Coulthard et al. [24], the plenum dy-
namics result in about a 4 ms delay between the opening of the
solenoid valves and the first appearance of the jet at the hole exit
plane. Another 10 ms elapses before the jet is of sufficient
strength for significant coolant to be observed at the trailing edge
of the hole. This delay is accounted for in all the figures that
follow, so #/T=0 corresponds to the arrival of the jet at x=0. The
top image at each phase shows dimensionless temperature con-
tours, ¢=(T—T.,)/(Tj,—T-), in multiple planes arranged to pro-
vide a three-dimensional image of the temperature field. The color
range is from =0 (blue) to ¢=0.6 (red), and the axes extend
from —1.74D to 12D in the streamwise direction, —1.5D to 1.5D
in the spanwise direction, and 0 to 2.55D in the wall normal
direction. The lower image in each figure shows an isothermal
surface with ¢=0.3. This value of ¢ was found to give a good
visual representation of the jet position. The axis limits are the
same as in the upper figure. Some of the axis labels have been
removed to unclutter the figures. Figure 2(a) shows the case with
pulsed jets and a steady freestream. The jet is emerging from the
hole at #/T=0 and shows some signs of lift-off. The lift-off does
not continue beyond the startup, and in the next two frames, the
jet is near the wall as its extent increases along the surface. At
t/T=0.5 the jet has turned off, and the coolant convects down-
stream and out of the field of view in the next two frames. The
pulsing is the same in Fig. 2(b), but a wake arrives at the hole at
t/T=0.39. The wake has been timed to largely miss the jet pulse.
Comparing Figs. 2(a) and 2(b), there is little difference at the first
three phases, as expected since the wake is not yet present. The
wake does appear to increase the dispersal of the jet somewhat at
t/T=0.5 and 0.67, but by this point there is little jet fluid present
and the film cooling effectiveness will already be low even with-
out the wake. In Fig. 2(c), the wake is timed to disrupt the jet
pulse and arrives at the hole at 1/ T=0.14. Comparing Figs. 2(a)
and 2(c), it appears that the jet has been disrupted somewhat be-

St,/st,

Fig. 10 Centerline Stanton number ratio, St/St,, for B=0.5,
Sr=0.30

041010-6 / Vol. 130, OCTOBER 2008

Fig. 11

Phase averaged 71* for B=0.5, Sr=0.60; (a) P/NW, (b)
P/WO, (c) P/WI

tween t/T=0.17 and 0.50.
Womack et al. [17] defined an approximate unsteady film cool-
ing effectiveness,

7 = 43 =0.08D) = (0= 0D 2T 3)
Tjet -T,
based on the near-wall phase averaged flow temperature at y/D
=0.08. Womack et al. [17] found that time averaged 7" agreed
very closely with 7 based on surface temperature measurements,
in agreement with Kohli and Bogard [28] who showed that the
time averaged flow temperature at y/D=0.1 agreed with the wall
temperature to within 0.02 in ¢. Because of the thermal mass of
the wall, its surface temperature cannot respond rapidly enough to
follow the fluctuations induced by pulsing or wakes. The flow
temperature above the wall does respond rapidly, however, so
phase averaged 1]* provides an estimate of the instantaneous film
cooling effectiveness during the wake and pulsing cycles. Figure 3
shows phase averaged 77* from the spanwise centerline on a time-
space plot for the cases of Fig. 2. The vertical axis indicates the
phase, with the data repeated to show 2 cycles. A horizontal line
on the figure shows the value of 17* at a particular phase. The
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Fig. 12 Time averaged centerline # and 7" for B=0.5, Sr
=0.60

white lines in Figs. 3(h) and 3(c) show the location of the wake.
The thicker solid line corresponds to the leading edge of the wake
in the freestream, and the thinner solid line indicates the trailing
edge in the freestream. The dashed lines indicate the leading and
trailing edges of the period of strong wake turbulence near the
wall. The effect of the pulsing is clear. The effectiveness is high
during the pulse and drops to near zero between pulses. In Fig.
3(b), the wake lies largely between pulses and appears to have
little effect on the film cooling. In Fig. 3(c), the wake cuts through
the pulse and appears to have a large effect in reducing the
effectiveness.

The actual centerline effectiveness 7 along with the time aver-
aged 1] is shown for all the B=0.5, Sr=0.15 cases in Fig. 4.
Included are cases with and without wakes, with steady and
pulsed jets, and also the steady B=0.5 case without wakes for
comparison. The agreement between 7 and 7] is good in all cases,
and is within the experimental uncertainty at most locations. Puls-
ing has a large impact in lowering the effectiveness, as shown in
Coulthard et al. [24]. This is expected since the coolant mass flow
is reduced by a factor of 2 and the effectiveness between pulses is
near zero, as shown in Fig. 3. The wakes appear to have only a
small effect on 7, in agreement with the results of Womack et al.
[17] at this Strouhal number. The case with the seemingly large
disruption of the jet shown in Fig. 2(c) (P/WI in Fig. 4) does have
the lowest 7, but it is only slightly lower than the other pulsed
cases.

Figure 5 shows 1;* for the cases of Fig. 4 at particular phases
either during (d) or between (b) pulses. These data were extracted
from Fig. 3 along diagonal lines with slopes corresponding to the
convection velocity. Also shown for reference in Fig. 5 are the

corresponding steady blowing cases with and without wakes. Be-
tween pulses, 7] is near zero. It is not exactly zero, however,
since the Jear- wall fluid is heated by the wall between pulses,
making 7; only an approximation to the instantaneous adiabatic
effectiveness. For the P/NW and P/WO cases, the effectiveness
during the pulse is about equal to 7 for the steady blowing cases.

d, PINW
b, PINW

Fig. 13 Phase averaged centerline 7" for B=0.5, Sr=0.60
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st /st,

Fig. 14 Centerline Stanton number ratio, St/St,, for B=0.5,
Sr=0.60

The effectiveness during the pulse for the P/WI case, however, is
reduced by about 50% when the wake impacts. Depending on its
timing, the wake can have a large role in disrupting the film cool-
ing flow and reducing the instantaneous effectiveness, but for the
Sr=0.15 cases, this disruption occupies a relatively small fraction
of the cycle, so the overall impact on 7 is small.

Figure 6 shows the centerline Stanton number ratio, St/ St,, for
the B=0.5, Sr=0.15 cases. Womack et al. [17] showed that wakes
significantly increase the Stanton number, but the relative percent-
age increase is nearly the same with and without film cooling.
Hence, St; and St, both increase such that the ratio St;/St, is
about the same with and without wakes. This is seen in Fig. 6,
where all cases agree with each other and wake timing does not
play a noticeable role. Film cooling causes a rise in Stanton num-
ber just downstream of the holes, which drops off a few diameters
downstream. More discussion of this Stanton number behavior is
available in Coulthard et al. [25,29].

Spanwise averaged results show the same trends as the center-
line data of Figs. 3—6 and are not included in the present paper.
Spanwise averaged results are included in Coulthard et al. [24,25]
and Womack et al. [17] for the cases with separate pulsing and
wakes. As discussed below for the centerline data, the separate
effects of pulsing and wakes are additive, and the same is true for
the spanwise averaged results.

Sr=0.30. Figures 7-10 show results for the B=0.5, Sr=0.3
cases in the format of Figs. 3—6. Comparison of the time-space
plots in Figs. 7(a) and 7(c) shows reduction of the effectiveness
by the wake. The effect is actually stronger than in the Sr=0.15
case of Fig. 3(c), but is less distinct because the wake is spread
over a larger fractlon of the cycle in Fig. 7(c). Figure 8 shows time
averaged 7 and 7] which again agree very well with each other.
Wakes with Sr=0.3 reduce the effectiveness by 30-50% for the
steady blowing case, which is more significant than the small
change observed for the Sr=0.15 cases of Fig. 4. Pulsing alone
reduces 7 by a factor of about 2 compared to the steady blowing
case. Combined pulsing and wakes reduce the effectiveness by
about 65-75%, which suggests that the individual effects of puls-
ing and wakes are additive (i.e., if pulsing reduces 7 to 0.5 its
steady value and wakes reduce the 0.5 another 30% to 0.35, then
the combined effect is a 65% reduction below the S/NW case).
The same additive behavior was observed in all cases. The P/WI
case has the lowest 7, as expected, although the differences in 7
with different wake tlmlngs are within the uncertainty. Figure 9
shows the phase averaged 77 during and between pulses. As in the
Sr=0.15 case, the effectlveness is near zero between pulses. Dur-
ing the pulses, 7/ never achieves the steady freestream value,
even in the P/NW case, in contrast to the Sr=0.15 results. The
P/WI case had the lowest 77* during pulses, as expected, but the
difference between timings was lower than in the Sr=0.15 case.
The higher Strouhal number results in less recovery time between
wakes, so the jet never fully reaches steady conditions. Some
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Fig. 15 Dimensionless temperature field, ¢ for B=1.0, Sr
=0.15; (a) P/NW, (b) P/WO, (c) P/WI

disturbance is present for most of the cycle, regardless of wake
timing, so the distinction between the various timings is also re-
duced. The Stanton number ratio for the B=0.5, Sr=0.3 cases are
shown in Fig. 10. As at Sr=0.15, the difference between cases is
small.

Sr=0.60. The B=0.5, Sr=0.6 case results are shown in Figs.
11-14. Pulsing results in jet lift-off during the startup of each
pulse, and for the Sr=0.6 cases, the startup period occupies a large
fraction of the pulse. This is seen in the time-space plots of Fig. 11
as reduced effectiveness during most of the pulse, followed by a
short period of higher 7;* just as the jet turns off. The thin white

041010-8 / Vol. 130, OCTOBER 2008

Fig. 16 Phase averaged 17* for B=1.0, Sr=0.15; (a) P/NW, (b)
P/WO, (c) P/WI

line indicating the trailing edge of the wake is not shown in Fig.
11 since the wakes overlap each other. The wakes reduce the
effectiveness, but the timing does not appear to matter. Since the
wake disturbance occupies the full pulsing cycle, little variation
with timing should be expected. Figure 12 shows that pulsing
alone reduces 7 by about 60% (due to the combined effects of
lower coolant mass flow and increased lift-off), and wakes alone
reduce 7 by 60% or more, particularly at downstream locations.
The combined effects are commensurate with the individual re-
ductions. Effectiveness in the P/WI case was reduced by as much
as 85% from the steady blowing case without wakes. Figure 13
shows the phase av*eraged 7;* during and between pulses. As in the
lower Sr cases, 7 is low between pulses, as expected. During
pulses, the effectiveness is much lower than in the steady blowing
case, even without wakes, due to jet lift-off during pulse startup.
Wakes reduce 17* further, and again the results are about equal for
the two wake timings. Stanton number ratios for the B=0.5, Sr
=0.6 cases are shown in Fig. 14. Most of the cases agree with
each other and are about equal to those at the lower Sr in Figs. 6
and 10. Wake timing effects again appears insignificant. The Stan-
ton ratios for the P/NW case are noticeably higher than those of
the other cases. Pulsing raises Stanton numbers, but the effect is
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Fig. 17 Time averaged centerline » and 7" for B=1.0, Sr
=0.15

relatively small in comparison with the effect of the wakes. Since
the wake effect is present in both Sty and St,, the pulsing effect is
less apparent in the ratios for the cases with wakes.

B=1.0 Cases

Sr=0.15. Figure 15 shows phase averaged temperature fields
for the B=1.0, Sr=0.15 cases in the same format as Fig. 2. With
higher mass flow, the jets extend farther down the surface before
being dispersed than in the lower B cases, but there is also more
jet lift-off and, therefore, less coolant near the wall. The wake
timings are the same as in Fig. 2. The wake disturbs the jet at
t/T=0.5 and ¢/ T=0.67 in Fig. 15(b), and at ¢/ T=0.17-0.5 in Fig.
15(c). The near-wall effect of this is shown in the time-space plots
of Fig. 16. Effectiveness is lower than in the B=0.5 case of Fig. 3
due to lift-off, which is particularly apparent at x/ D <1. When the
wakes pass during the pulses, they momentarily increase 77* in the
upstream region by suppressing lift-off. The wake effect farther
downstream appears slight, since the jet fluid is largely away from
the wall and dispersed even without wakes. Figure 17 shows that
the time averaged effectiveness drops by about 50% between the
steady and pulsed jets, as expected with the 50% mass flow re-
duction. Wakes raise the effectiveness slightly both with steady
and pulsed jets, and this rise is slightly larger for the P/WI case.
The differences with wakes are small, however, and within the
experimental uncertainty. The phase averaged 7;* results of Fig.
18 show that the effectiveness is low between jet pulses, and
approaches the steady blowing results during the pulses, in agree-
ment with the B=0.5 results in Fig. 5. The wake enhances 7;* at
x/D<2 by reducing lift-off, but has little effect farther down-
stream. Stanton number ratios for the B=1.0, Sr=0.15 cases are
shown in Fig. 19. All agree with each other, as in the B=0.5 cases.

Sr=0.30 and 0.60. Figures 20-23 show results for the B=1.0,
Sr=0.3 cases and Figs. 24-27 are for the B=1.0, Sr=0.6 cases. As
in the B=1.0, Sr=0.15 cases, during the pulses the wakes tend to
increase effectiveness upstream of x/D=2, particularly in the

o d, PINW
b, PINW

0 2 4 6 8 10 12
xD

Fig. 18 Phase averaged centerline 7" for B=1.0, Sr=0.15
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sty/st,

Fig. 19 Centerline Stanton number ratio, St/St,, for B=1.0,
Sr=0.15

P/WI case, and reduce effectiveness farther downstream. The time
averaged results show that the wake effect is relatively small.
Stanton number ratios show no significant differences with wake
timing, but the ratios are about 10% higher for the P/NW cases.

0 2 4 6 8 10 12
(©) x/D

Fig. 20 Phase averaged 7 for B=1.0, Sr=0.30; (a) P/NW, (b)
P/WO, (c) P/WI
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Fig. 21 Time averaged centerline » and 7" for B=1.0, Sr
=0.30

As in the B=0.5 case of Fig. 14, pulsing increases Stanton num-
bers, but the effect is hidden by the larger wake effect in the cases
with wakes.

It should be noted that wakes increase the lateral spreading of
the film cooling jets. When combined with a reduction in lift-off,
this results in a significant increase in the spanwise averaged ef-
fectiveness in the B=1.0 cases, as shown in Womack et al. [17].
The wakes, therefore, help to mitigate the reduction in 7 caused
by pulsing. As noted above, the pulsing and wake effects are
additive, so the combined effects on the spanwise averaged data
can be deduced from the separate effects presented in Coulthard et
al. [24] and Womack et al. [17]. Direct measurements of the com-
bined effects show that wake timing has little effect on the span-
wise averaged results, in agreement with the centerline results
discussed above.

Conclusions

With B=0.5, film cooling jet pulsing and passing wakes both
act to reduce the film cooling effectiveness. In combination, the
reduction in effectiveness is greater than with either effect alone.

0.8

. : : : : 1 = apNw
07+ - SRR S H EEmEEn R 1 = bpPNw

Fig. 24 Phase averaged 7 for B=1.0, Sr=0.60; (a) P/NW, (b)
P/WO, (c) P/WI

“882,89 440

st T HE With B=1.0, the film cooling was dominated by jet lift-off. Puls-

. ing reduced effectiveness by decreasing mass flow, but wakes
0 2 4 6 8 10 12 tended to increase effectiveness somewhat by forcing more jet
fluid closer to the wall, particularly near the film cooling holes.

4 0 p o0
S.3.3,.3,
3
2

Fig. 23 Centerline Stanton number ratio, St,/St,, for B=1.0, Fig. 25 Time averaged centerline » and 7" for B=1.0, Sr
Sr=0.30 =0.60
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Fig. 26 Phase averaged centerline z* for B=1.0, Sr=0.60
cases
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Fig. 27 Centerline Stanton number ratio, St/St,, for B=1.0,
Sr=0.60 cases

At low Strouhal numbers, the wake timing had a significant
impact on the instantaneous film cooling effectiveness, but the
effect of the wakes on the time averaged 7 was small. At higher
Strouhal numbers, the wakes caused a greater reduction in time
averaged effectiveness, but the shorter period of calm flow be-
tween wakes resulted in less variation during the cycle, thereby
reducing the importance of wake timing. The time averaged effec-
tiveness, therefore, did not depend strongly on wake timing at any
Strouhal number.

Wakes caused a significant increase in heat transfer coefficient,
but the effect was the same in cases with and without film cooling,
and with all combinations of pulsing and wake timing. Stanton
number ratios, therefore, showed no significant dependence on
wake timing.

The present results indicate that there is no clear benefit to
imposing pulsation on film cooling jets for the geometry consid-
ered. If pulsation occurs naturally in response to wakes, the
present results provide some insight into how it affects the film
cooling behavior.
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Nomenclature
B = pjeUjel/ pUs, blowing ratio
¢, = specific heat at constant pressure
D = film cooling hole and wake generator rod
diameter
f = frequency, Hz
L = length of film cooling hole channel

heat flux

<
[
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= Strouhal number, Sr=27fD/U.,

= Stanton number, gy, /[pc,Uxn(T\y=Tyy)]

temperature or wake passing period

= time

= velocity

= streamwise coordinate, distance from trailing

edge of film cooling holes

normal coordinate, distance from the wall

spanwise coordinate, distance from the center-

line of the center hole

= film cooling effectiveness, (Tyy—"T:)/ (Tjee—T0)

= approximate unsteady film cooling effective-
ness, Eq. (3)

p = density

¢ = dimensionless temperature (T—T7..)/(Tje—T:)

RQHWE-,»JZJ
Il

~n o=
It

U

Subscripts
aw = adiabatic wall
conv = convective
f = with film cooling
jet = film cooling jet
o = without film cooling, same wakes as corre-
sponding f case
w = wall
e mainstream

References

[1] Ekkad, S. V., Ou, S., and Rivir, R. B., 2006, “Effect of Jet Pulsation and Duty
Cycle on Film Cooling From a Single Jet on a Leading Edge Model,” ASME
J. Turbomach., 128, pp. 564-571.

[2] Funazaki, K., Yokota, M., and Yamawaki, S., 1997, “Effect of Periodic Wake
Passing on Film Cooling Effectiveness of Discrete Cooling Holes Around the
Leading Edge of a Blunt Body,” ASME J. Turbomach., 119, pp. 292-301.

[3] Funazaki, K., Koyabu, E., and Yamawaki, S., 1998, “Effect of Periodic Wake
Passing on Film Cooling Effectiveness of Inclined Discrete Cooling Holes
Around the Leading Edge of a Blunt Body,” ASME J. Turbomach., 120, pp.
70-78.

[4] Ou, S., Han, J. C., Mehendale, A. B., and Lee, C. P., 1994, “Unsteady Wake
Over a Linear Turbine Blade Cascade With Air and CO, Film Injection: Part
I—Effect on Heat Transfer Coefficients,” ASME J. Turbomach., 116, pp. 721—
729.

[5] Mehendale, A. B., Han, J. C., Ou, S., and Lee, C. P., 1994, “Unsteady Wake
Over a Linear Turbine Blade Cascade With Air and CO, Film Injection: Part
II—Effect on Film Effectiveness and Heat Transfer Distributions,” ASME J.
Turbomach., 116, pp. 730-737.

[6] Jiang, H. W., and Han, J. C., 1996, “Effect of Film Hole Row Location on Film
Effectiveness on a Gas Turbine Blade,” ASME J. Turbomach., 118, pp. 327—
333.

[7] Ekkad, S. V., Mehendale, A. B., Han, J. C., and Lee, C. P., 1997, “Combined
Effect of Grid Turbulence and Unsteady Wake on Film Effectiveness and Heat
Transfer Coefficients of a Gas Turbine Blade With Air and CO, Film Injec-
tion,” ASME J. Turbomach., 119, pp. 594-600.

[8] Du, H., Han, J. C., and Ekkad, S. V., 1998, “Effect of Unsteady Wake on
Detailed Heat Transfer Coefficients and Film Effectiveness Distributions for a
Gas Turbine Blade,” ASME J. Turbomach., 120, pp. 808-817.

[9] Du, H., Ekkad, S. V., and Han, J. C., 1999, “Effect of Unsteady Wake With
Trailing Edge Coolant Ejection on Film Cooling Performance for a Gas Tur-
bine Blade,” ASME J. Turbomach., 121, pp. 448-455.

[10] Teng, S., Sohn, D. K., and Han, J. C., 2000, “Unsteady Wake Effect on Film
Temperature and Effectiveness Distributions for a Gas Turbine Blade,” ASME
J. Turbomach., 122, pp. 340-347.

[11] Teng, S., Han, J. C., and Poinsatte, P. E., 2001, “Effect of Film-Hole Shape on
Turbine-Blade Heat-Transfer Coefficient Distribution,” J. Thermophys. Heat
Transfer, 15, pp. 249-256.

[12] Teng, S., Han, J. C., and Poinsatte, P. E., 2001, “Effect of Film-Hole Shape on
Turbine-Blade Film-Cooling Performance,” J. Thermophys. Heat Transfer, 15,
pp. 257-265.

[13] Heidmann, J. D., Lucci, B. L., and Reshotko, E., 2001, “An Experimental
Study of the Effect of Wake Passing on Turbine Blade Film Cooling,” ASME
J. Turbomach., 123, pp. 214-221.

[14] Wolff, S., Fottner, L., and Ardey, S., 2002, “An Experimental Investigation on
the Influence of Periodic Unsteady Inflow Conditions on Leading Edge Film
Cooling,” ASME Paper No. GT-2002-30202.

[15] Adami, P., Belardini, E., Montomoli, F., and Martelli, F., 2004, “Interaction
Between Wake and Film Cooling Jets: Numerical Analysis,” ASME Paper No.
GT2004-53178.

[16] Deinert, M., and Hourmouziadis, J., 2004, “Film Cooling in Unsteady Flow
With Separation Bubble,” ASME Paper No. GT2004-53075.

[17] Womack, K. M., Volino, R. J., and Schultz, M. P., 2007, “Measurements in

OCTOBER 2008, Vol. 130 / 041010-11

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Film Cooling Flows With Periodic Wakes,” ASME J. Turbomach., to be pub-
lished.

[18] Bons, J. P, Rivir, R. B., MacArthur, C. D., and Pestian, D. J., 1996, “The
Effect of Unsteadiness on Film Cooling Effectiveness,” Wright Laboratory
Technical Report No. WLTR-96-2096.

[19] Ligrani, P. M., Gong, R., Cuthrell, J. M., and Lee, J. S., 1996, “Bulk Flow
Pulsations and Film Cooling—I, Injectant Behavior, II. Flow Structure and
Film Effectiveness,” Int. J. Heat Mass Transfer, 39, pp. 2271-2292.

[20] Seo, H. J., Lee, J. S., and Ligrani, P. M., 1999, “Effects of Bulk Flow Pulsa-
tions on Film Cooling From Different Length Injection Holes at Different
Blowing Ratios,” ASME J. Turbomach., 121, pp. 542-550.

[21] Jung, I. S., Lee, J. S., and Ligrani, P. M., 2002, “Effects of Bulk Flow Pulsa-
tions on Film Cooling With Compound Angle Holes: Heat Transfer Coefficient
Ratio and Heat Flux Ratio,” ASME J. Turbomach., 124, pp. 142-151.

[22] Ou, S., and Rivir, R. B., 2006, “Shaped-Hole Film Cooling With Pulsed Sec-
ondary Flow,” ASME Paper No. GT2006-90272.

[23] Nikitopoulos, D. E., Acharya, S., Oertling, J., and Muldoon, F. H., 2006, “On
Active Control of Film-Cooling Flows,” ASME Paper No. GT2006-90051.

041010-12 / Vol. 130, OCTOBER 2008

[24] Coulthard, S. M., Volino, R. J., and Flack, K. A., 2007, “Effect of Jet Pulsing
on Film Cooling—Part 1: Effectiveness and Flowfield Temperature Results,”
ASME J. Turbomach., 129, pp. 232-246.

[25] Coulthard, S. M., Volino, R. J., and Flack, K. A., 2007, “Effect of Jet Pulsing
on Film Cooling—Part 2: Heat Transfer Results,” ASME J. Turbomach., 129,
pp. 247-257.

[26] Burd, S., and Simon, T. W., 2000, “Effects of Hole Length, Supply Plenum
Geometry, and Freestream Turbulence on Film Cooling Performance,” NASA
Report No. CR-2000-210336.

[27] Pedersen, D. R., Eckert, E. R. G., and Goldstien, R. J., 1977, “Film Cooling
With Large Density Differences Between the Mainstream and the Secondary
Fluid Measured by the Heat-Mass Transfer Analogy,” ASME J. Heat Transfer,
99, pp. 620-627.

[28] Kohli, A., and Bogard, D. G., 1998, “Fluctuating Thermal Field in the Near-
Hole Region for Film Cooling Flows,” ASME J. Turbomach., 120, pp. 86-91.

[29] Coulthard, S. M., Volino, R. J., and Flack, K. A., 2006, “Effect of Unheated
Starting Lengths on Film Cooling Experiments,” ASME J. Turbomach., 128,
pp. 579-588.

Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The Influence of Sweep on Axial
Flow Turbine Aerodynamics
in the Endwall Region

Sweep, when the stacking axis of the blade is not perpendicular to the axisymmetric
stream surface in the meridional view, is often an unavoidable feature of turbine design.
In a previously reported study, the authors demonstrated that sweep leads to an inevitable
increase in midspan profile loss. In this paper, the influence on the flowfield close to the
endwalls is investigated. Experimental data from two linear cascades, one unswept, and
the other swept at 45 deg but having the same overall turning and midspan pressure
distribution, are presented. It is shown that sweep causes the blade to become more rear
loaded at the hub and fore loaded at the casing. This is further shown to reduce the
penetration of the secondary flow at the hub, and to produce a highly unusual secondary
Sflow structure, with low endwall overturning, at the casing. A computational study is then
presented in which the development of the secondary flows of both blades is studied. The
differences in the endwall flowfields are found to be caused by a combination of the effect
of sweep on both the endwall blade loading distribution and on the bulk movements of the
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primary irrotational flow. [DOI: 10.1115/1.2812337]

Introduction

There are alternative definitions of blade sweep. In this paper,
we adopt the convention that the sweep angle (\) is the deviation
of the blade stacking axis from the normal to the axisymmetric
stream surface in the meridional view (meridional sweep); see
Fig. 1. A second option is to measure the sweep angle when
viewed in the direction perpendicular to the true chord line (true
sweep).

Sweep has long been a feature of steam turbine design. The
large increase in volume flow rate through the machine necessi-
tates changes in annulus area to maintain the required meridional
velocities. This can lead to casing radial angles (flare) of over
40 deg. The need to stack rotor blades on a radial line for me-
chanical reasons then automatically gives rise to high levels of
sweep. In general, designers of aeroengine turbines have, up to
now, been able to avoid such large sweep angles. However, the
continuing trend for large bypass ratios leads to a small radius
core turbine and, if no gearbox is employed, a large radius low
pressure turbine. The latter is needed to achieve a high blade
speed, and hence reduce the number of required stages, with the
relatively low rotational speed of the low pressure spool (limited
by fan tip speed). With radially stacked blades, this change in
radius leads to sweep.

The effects of sweep on turbomachinery blading aerodynamics
can be traced to one cause: the tendency of the spanwise velocity
component (V) to remain constant through the blade row. Smith
and Yeh [1] noted that an infinite swept blade can exert no force
on the flow in the spanwise direction so that V, must remain
unchanged. Although this is easy to see for an infinite blade, the
same effect occurs in high aspect ratio blading, as shown in Fig. 2.

Smith and Yeh [1] showed that the persistence of V; has two
consequences. First, the two-dimensional profile should not be
designed on an axisymmetric stream surface section, but on a
section perpendicular to the stacking axis. Second, the inlet stream

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF TURBOMACHINERY. Manuscript received June 7, 2007; final manuscript
received June 27, 2007; published online August 1, 2008. Review conducted by
David Wisler. Paper presented at the ASME Turbo Expo 2007: Land, Sea and Air
(GT2007), Montreal, Quebec, Canada, May 1417, 2007.

Journal of Turbomachinery

Copyright © 2008 by ASME

surface becomes twisted and is discontinuous in the circumferen-
tial direction at the trailing edge of the row. Potts [2] used three-
dimensional CFD to calculate the distortion of stream surfaces
through a cascade of swept turbine blades. Close to the endwalls,
however, the stream surface is constrained to follow the hub or
casing of the machine and it has been shown that this can signifi-
cantly modify the blade pressure distributions in these regions,
Denton and Xu [3].

Recently, Pullan and Harvey [4] investigated the consequences
of sweep for turbine blade profile loss. Assuming a constant span-
wise velocity, they showed that, in order to maintain a fixed lift
coefficient, the pitch-chord ratio must reduce as the sweep angle
increases. Based on simplified velocity distributions and an as-
sumption of fully turbulent boundary layers, an analytical expres-
sion was developed for the estimation, at the preliminary design
stage, of the profile loss increase due to sweep. This result was
then validated in cascades of unswept and highly swept (A
=45 deg) low pressure turbine blades.

The purpose of the present work is to provide, for the first time,
a description of the changes in the endwall secondary flow caused
by sweep. A large body of research has investigated the flow
structures and loss caused by secondary flows in unswept blading
(Sieverding [5], Langston [6]) but it is not known how such flows
compare to those of swept blades. The paper presents experimen-
tal data from two cascades, one unswept, and the other a novel
swept cascade designed to perform exactly the same aerodynamic
duty as the first. CFD is then used to develop an understanding of
the different mechanisms of secondary flow development in the
two blades.

Experimental Method

Blading. The experimental work presented in this paper was
performed on the same two low-speed linear cascades first de-
scribed by Pullan and Harvey [4]. One cascade is unswept, and
the other has the high sweep angle of A=45 deg. The blade profile
in the unswept cascade, Blade H, is typical of the “high-lift” thin-
solid blading used in low pressure turbines of modern civil
aeroengines and has been the subject of other work ([7-9]). The
swept cascade uses a different profile, Blade HS, designed to
achieve the same pressure distribution and lift coefficient as Blade
H. Table 1 lists some details of the blading. Since the spanwise
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streamsurface

Fig. 1

Meridional view of blade to define sweep angle A

component of the inlet velocity cannot be turned by the blade
(strictly, this applies for an infinite blade) the designer is unable to
utilize this component of dynamic head in the creation of lift. As
a result, it was shown by Pullan and Harvey [4] that a reduced
pitch-chord ratio must be employed by the swept aerofoil as com-
pared to the unswept one in order to maintain the same lift coef-
ficient; this is shown in the values in Table 1.

Cascades. Both cascades were first reported by Pullan and Har-
vey [4]. The unswept cascade is of a conventional design typical
of many low-speed open-circuit turbomachinery cascades. By
contrast, the simple addition of sweep causes several complica-
tions. Figure 3 shows a side view of the Blade HS cascade. In this
view, the meridional and tangential directions are in the plane of
the page, as are the endwalls. The introduction of sweep results in
the displacement of the blade profile on one endwall relative to
the other in the meridional direction. It can be seen that, if the
inlet angle, «,,;, is nonzero, sweep will cause the upper and lower
walls of the cascade inlet to be inclined from the horizontal plane.
A transition duct is employed to smoothly join the rectangular
outlet of the wind tunnel to the inlet of the swept cascade (which
has a parallelogram cross section). This “twisted” inlet gives rise
to cross flows in the tunnel boundary layers. However, traverses of
the full inlet plane of the cascade with a five-hole probe were used
to show that a parallel inlet flow with uniform endwall boundary
layers could be restored by bleeding off air immediately down-
stream of the transition duct.

Instrumentation. The instrumentation used was similar in each
cascade. A reference inlet total pressure, p,;, was obtained with a
Pitot probe in the inlet duct (the variation of py; across the whole
inlet plane, outside the boundary layers, was measured to be
within £0.2% of the exit dynamic head). The periodicity of the
cascade was assessed using rows of endwall static pressure tap-
pings located 35% of meridional chord upstream and downstream

041011-2 / Vol. 130, OCTOBER 2008

Fig. 2 Pitchwise averaged V,, A.,,=0.05V,, A=45 deg, meridi-
onal view (Pullan and Harvey [2])

of the blades, and also by midspan wake traverses over the central
three blades. Fine-tuning of the periodicity was achieved by ad-
justment of tailboards (not shown in Fig. 3). The center blade of
each cascade was instrumented with 44 static pressure tappings at
nine different spanwise locations: 2%, 5%, 10%, 15%, 50%, 85%,
90%, 95%, and 98% span. Inlet boundary layer traverses, using a
flatted pitot probe of size 0.3 mm, were performed at 50% of
meridional chord upstream of the leading edge; see Fig. 4. Outlet
area traverses were done at 3% and 25% of chord downstream of
the trailing edge using a five-hole probe of 2.0 mm tip diameter.
These exit traverses were performed in two halves with a mea-
surement grid of 45 (one pitch) X47 (half-span) points.

The five-hole probe was calibrated in a uniform jet at inci-
dences up to =30 deg of yaw and pitch at increments of 2 deg. It
is estimated that the probe is able to discern flow angle to within
*0.5 deg, stagnation pressure to within =0.2% of exit dynamic

Table 1 Blade parameters

Blade H Blade HS
Reynolds number Re,,, 29X 10° 29X%10°
Inlet turbulence 0.5% 0.5%
Air inlet angle (from axial) a,,, -30.4 deg —-30.4 deg
Design exit air angle (from axial) «,,, 62.8 deg 62.8 deg
Sweep angle \ 0 deg 45 deg
Meridional chord c,, 94 mm 133 mm
Nominal exit velocity V, 46 m/s 33 m/s
Pitch-meridional chord ratio P/c,, 0.97 0.87

Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Bl/eed slot Uppr:‘ar wall
h N / y
N
Flow N
\ . /
, l '! N werwall

Transition duct Parallel duct

Fig. 3 Schematic of swept cascade (Blade HS), side view

head, and local dynamic head to within =1% of exit dynamic
head. Normalized Y, can be determined to within approximately
+0.1. These estimates of uncertainty apply to the traverses made
at x,,/c,,=1.25, where the spatial gradients in the flow are gener-
ally larger than the scale of the probe tip. The measurement errors
at x,,/c,,=1.03 will be larger (trailing edge thickness is compa-
rable to probe tip diameter) and quantitative interpretation of these
data are not made in this paper.

Data Processing. The blade surface static pressures are pre-
sented as pressure coefficients:

Po1 =P poi— (1/2)pVi—p
Cp = C]))\ = 2 (1)
Po1 = P2 por = (172)pVi = p,
where p; is from the inlet reference Pitot and p, is taken as the
ambient pressure. ¢, can be used to directly compare the midspan
pressure distributions of Blade H and Blade HS since it takes into
account the effective reduction in inlet total pressure caused by
the inability to stagnate the spanwise component of velocity.
The loss coefficient is evaluated using

Y = Po1 — Po )

" poi—p3
where p; is the static pressure obtained after the flow at the
X,/ ¢,,=1.25 plane is mixed out at constant area. All values of Y
are presented normalized by the midspan profile loss of Blade H.

Numerical Method

The CFD simulations presented in this paper were performed
with Denton’s structured multiblock solver, TBLOCK. The code is
described in detail in Refs. [10,11]. Wall functions are used to
calculate the surface skin friction, turbulence is modeled with a
simple mixing length approach, and transition location, though not
predicted, can be specified. Although TBLOCK can use any struc-
tured multiblock grid topology, the authors opted to employ a

A
Casing I -
Fl
oW LE TE
Z
Hub T
A

A = boundary layer traverse point
B =25% downstream exit traverse plane

Fig. 4 Schematic of swept cascade (Blade HS), meridional
view showing traverse planes and z coordinate direction
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Fig. 5 Midspan pressure distributions for both blades

single sheared H-mesh block for the present study. In addition,
since we cannot hope to capture any vortex shedding in the
steady-state simulations used in this work, a trailing edge cusp is
employed to avoid unphysical spikes in the blade pressure distri-
bution. The authors have, therefore, deliberately used TBLOCK in
as simple a configuration as possible, but it will be shown, by
comparison to the measured data, to achieve accurate results pro-
vided that sensible estimates can be made for the location of
boundary layer transition.

Experimental Results

Midspan Results. It was shown by Pullan and Harvey [4] that
the blading of the swept cascade, operating between the same inlet
and exit flow angles, has the same midspan pressure distribution
as the unswept blade, Fig. 5. Despite having the same lift distri-
bution, Pullan and Harvey [4] demonstrated that the swept blade
had a 20% higher profile loss than that of the unswept cascade.

Presentation of Endwall Data. The flows in the endwall re-
gions of Blade H and Blade HS will be presented as if from three
separate cascades: Blade H, Blade HS “hub” and Blade HS “cas-
ing.” “Hub” refers to the end of the blade where an obtuse angle
is formed between the leading edge and the endwall, as in Fig. 2.
In taking this approach, we assume that the aspect ratio of the
cascade is sufficiently large for the endwall flows to be separated
by a significant region (more than one meridional chord of span)
of two-dimensional flow—this will be shown to be the case. In
order to compare the secondary flows from the three endwalls, the
distance perpendicular to the endwalls is shown nondimensional-
ized by the meridional chord of the blade. This approach is justi-
fied by two separate arguments: First, the blades were designed to
operate in the same duct between the same inlet and exit states
and at the same Reynolds number based on meridional chord. This
means that an inlet stream surface at the same z/c,, on all three
endwalls encloses the same mass flow per unit pitch (provided
that 6*/0,,7 is the same for each inlet boundary layer). Second, in
the absence of secondary flow, the stream surfaces close to the
endwall must remain parallel to the endwall whether the blade is
swept or not. Therefore, the appropriate measure of the scale of
the blade is the chord parallel to the endwall, i.e., the meridional
chord. All the contour plots presented in this paper have a circum-
ferential extent of one blade pitch, and a spanwise extent of
z/¢,,=1 (i.e., measured perpendicular to the endwall).

In compliance with the above arguments, the inlet boundary
layer thickness at each endwall was controlled, by trial-and-error
positioning of a boundary layer trip, so as to maintain the same
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Table 2 Inlet endwall boundary layers, integral parameters

5 0 H
Blade H 0.030c,, 0.022¢,, 1.36
Blade HS hub 0.028¢,, 0.021c,, 1.35
Blade HS casing 0.029¢,, 0.022¢,, 1.32

5 Cps O/c,, and H, as measured at the inlet boundary layer
traverse station 0.5¢,, upstream of the leading edge. Table 2 shows
that this intent was achieved and the associated boundary layer
profiles are shown in Fig. 6.

Blade H (Unswept Cascade)

Flow Visualization. Figure 7 shows the results of an oil-and-dye
flow visualization experiment. The photograph shows a meridi-
onal view of the suction surface and the separation bubble at
X/ c,,=0.85 extends over most of the span of the blade. Close to
the hub and casing, the separation bubble disappears where the
turbulent endwall boundary layer has penetrated up the suction
surface as a result of secondary flow. As expected for Blade H, the
secondary flows at each endwall are approximately symmetric.

Surface Pressure Distributions. The variation in surface pres-
sure distribution close to the endwall is shown in Fig. 8. The
midspan pressure distribution is maintained until approximately
5% span. At 2% and 5% spans, upstream of 75% chord, the
suction-surface pressure is increased due to the impingement of
the cross flow from the pressure surface. Aft of 75% chord, the
suction-surface pressure is reduced at 5% span and this is likely
due to the high velocities caused by the proximity of the passage
vortex in this region.

Exit Traverses. Data from exit area traverse at two stations,
X,/c,=1.03 and x,,/c,=1.25, are presented in Figs. 9 and 10.
Note that, in common with the traverses for Blade HS presented
later, the spanwise extent of the contour plots is restricted to
z/c,,=1 to show the detail of the secondary flow structure (the
circumferential extent is one blade pitch). The narrow white zone
at the bottom of each plot indicates the region not traversed by the
probe.

Figure 9 shows contours of normalized total pressure loss co-
efficient. In Fig. 9(a), the wake is still radial and a distinct island
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Fig. 6 Inlet endwall boundary layer profiles, swept and un-

swept cascades
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Fig. 7 Blade H suction-surface flow visualization, meridional
view

of high loss is visible at z/c,,=0.2. This is the core of the passage
vortex and it contains the inlet endwall boundary layer fluid, see
Sieverding [5] and Gregory-Smith et al. [12]. Below this core, the

1.4

—e— 2% span
—— 5% span
—o— 10% span P

0 0.2 04 0.6 0.8 1
Chord fraction

Fig. 8 Blade H, surface pressure distributions

(b) %, /¢, =125

Fig. 9 Blade H, measured normalized Y, A;,,=2
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(@ x,/¢,=1.03

Fig. 10 Blade H, measured yaw angle (deg), A.,,=2 deg

flow is overturned, and above it is underturned by this vortex, Fig.
10(a). At x,,/c,,=1.25, the secondary flows have distorted the
wake. Concentrations of loss are seen at the center of the passage
vortex and trailing shed vortex. The latter forms downstream of
the trailing edge as a result of the opposing spanwise velocities on
the suction surface and pressure surface generated by the second-
ary flows.

When pitchwise mass averaged, the results at x,,/c,,=1.25 form
the curves of Fig. 11. In these plots, the spanwise range is greater
than in the contour maps described above (midspan for the Blade
H cascade is at z/c,,=2.0). It can be seen that the flow above
z/c,,=1 is two dimensional. Figure 11(b) shows the classical
under- and overturning signatures of secondary flow.

Blade HS (Swept Cascade)

Flow Visualization. Results of an oil-and-dye flow visualization
test are shown in Fig. 12. Three points are noteworthy: First, as
was the case for Blade H, the separation bubble on the late suction
surface is clearly seen over all but the 20% of span closest to each
endwall. Second, the flow on the suction surface is seen to accel-
erate in the plane normal to the blade stacking axis, so that just
upstream of the separation bubble (peak suction) it is almost per-
pendicular to the trailing edge. As the flow approaches the lift-off
line of the separation bubble, it begins to turn back toward the
meridional direction. At the trailing edge, the flow returns to its
initial direction but it is displaced radially from its position at inlet
to the cascade. Finally, the secondary flows are not symmetric
with a greater spanwise penetration seen at the casing than at the
hub.

Surface Pressures. Figures 13 and 14 show surface pressure
distributions measured close to the hub and casing, respectively.
The analysis of Denton and Xu [3] predicts that the leading edge
loading should reduce at the hub and increase at the casing, while
the opposite should occur at the trailing edge. Figure 13 clearly

1.4 14
1.2 1.2
1 1
(_)E 0.8 oE 0.8
N 0.6 N 0.6
04 0.4
0.2 0.2
o0 4 [ 8 50 60 70 80
( a) Normalized Yp ( b) Yaw angle (deg)
Fig. 11 Blade H, pitchwise mass-averaged distributions,
Xml €n=1.25
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Fig. 12 Blade HS suction-surface flow visualization, meridi-
onal view

shows a gradual reduction of leading edge loading from 15% span
down to the wall. At 2% span, the lift distribution is highly aft
loaded. As was the case for Blade H, the pressure distribution at
5% span shows a reduced suction-surface static pressure down-
stream of 75% chord. Again, this is thought to be caused by the
presence of the passage vortex. At the casing, the leading edge
loading is increased, but the effect is weaker than that at the hub
and is restricted to a smaller spanwise zone. No significant in-
crease in loading at the trailing edge near the hub can be seen, but
a raised pressure-surface pressure contributes to a reduced trailing
edge loading near the casing. No influence of the passage vortex is
evident in the casing pressure distributions.

Exit Traverses. The authors anticipated that the exit traverses
would show that the aft-loaded hub produced weaker secondary
flow than Blade H, whereas the increased leading edge loading at
the casing would produce stronger secondary flow in this region.
However, the exit traverse data in Figs. 15 and 16 reveal that the
reality is not so straightforward.

Figures 15 and 16 show contour plots of loss coefficient and
yaw angle, respectively. In the plots at the casing, the spanwise
direction has been reversed so that the endwall is always at the
bottom of the figure.

In Fig. 15(a), the radial wake is joined by two additional loss
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Fig. 13 Blade HS, surface pressure distributions close to the
hub
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Fig. 14 Blade HS, surface pressure distributions close to the
casing

contributions close to the suction surface. The upper one contains
inlet endwall boundary layer fluid in the core of the passage vor-
tex (noticeably closer to the hub than was the case for Blade H).
The lower region of increased loss is in the suction-surface/
endwall corner. At x,,/c,,=1.25, the under- and overturnings have
distorted the wake into an “S” shape with the deepest loss occur-
ring next to the endwall. Again, the penetration is much reduced
as compared to the corresponding traverse for Blade H, Fig. 9.
At the casing, the flow structure is very different. The high
leading edge loading has caused cross flow in the early passage so
that the inlet endwall boundary layer fluid has been driven clear
from the endwall by the trailing edge, Fig. 15(c). However, there
is minimal additional loss in the suction-surface/endwall corner.
In addition, the overturning at the endwall is greatly reduced com-
pared to both the hub of Blade HS and to Blade H. Indeed, the
wake at x,,/c,,=1.25 has remained substantially undistorted. This
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Fig. 17 Blade HS, pitchwise mass-averaged distributions,
Xml =125

flow structure was unexpected and is difficult to explain using the
conventional secondary flow understanding of unswept blades.
Further insight is gained, however, through the application of CFD
later in this paper.

Figure 17 compares pitchwise mass-averaged data for both ends
of Blade HS with that for Blade H. In Fig. 17(a), the 20% increase
in midspan profile loss for Blade HS, reported by Pullan and
Harvey [4], can be seen. The marked increase in loss close to the
hub of Blade HS is also apparent. Figure 17(b) clearly shows both
the reduced penetration of the secondary flow at the hub of Blade
HS and the unusual flow angle signature at the casing.

Loss Audit. The losses associated with the three endwall flows
are now compared. The approach taken was to mass average the
inlet and exit ¥, over a spanwise distance enclosing the same
mass flow. For Blade HS, it was found that the mass flow at blade
exit in each half-span (z/c¢,,=1.41) differed by only 1% and so it
was legitimate to integrate the inlet loss up to midspan as well.
Note that it had originally been planned to integrate the exit flows
up to z/c,,=1 but it will be shown later, in Fig. 24, that the inlet
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boundary layer is predicted to climb the pressure surface at the
hub almost to this height. For Blade H, the mass flow up to
z/c,,=1.41 at inlet (midspan for Blade H is at z/c,,=2) was used
to find the appropriate z/c,, at exit. All three loss audits were
therefore based on the same inlet and exit mass flows.

Figure 18 shows an audit of the measured loss at all three
endwalls. The breakdown has been performed in the following
way. The total unmixed loss is obtained by mass averaging the
traverse data at x,,/c,,=1.25. The inlet loss is obtained from the
inlet endwall boundary layer traverse. The profile loss is given by
the fine resolution traverse data used in Ref. [4]. The profile mix-
ing loss is the small increment obtained by constant area mixing
of the midspan wake. The secondary loss is given by the total
unmixed loss with the inlet and profile loss subtracted. Finally, the
secondary mixing loss is obtained by mixing out the traverse data
to pitchwise uniformity and subtracting all the other loss
components.

The overall loss of all three audits is very similar. The increased
profile loss of the swept blade is evident. It is clear, however, that
both endwalls of Blade HS contribute less secondary and second-
ary mixing loss than Blade H. For the Blade HS hub, the sum of
these components is 76% of that for Blade H. At the casing of
Blade HS, the value is 61% of the Blade H figure. It should be
noted that, because of the reduced pitch-chord ratio of Blade HS,
these reductions have been achieved despite an increase in blade
wetted area of 12% as compared to Blade H.

Numerical Results

Introduction. In this section, TBLOCK is used to provide further
understanding of the experimental results discussed above. First,
the distortion of the axisymmetric inlet stream surfaces as they
pass through Blade HS is calculated using an inviscid solution.
Second, a viscous simulation is presented to give confidence that
TBLOCK is able to capture the real flowfield. Finally, the develop-
ment of the secondary flows in both Blade H and Blade HS is
studied.

Stream Surfaces. The midspan stream surface for Blade HS is
shown in Fig. 19. The view is from upstream with the blade radi-
ally stacked. The stream surface was calculated from a two-
dimensional simulation of the Blade HS profile with a superim-
posed constant spanwise velocity such that the sweep angle A
=45 deg. The stream surface in Fig. 19 is similar to those calcu-
lated by Potts [2]. In the present case, however, the very low
two-dimensional velocity close to the pressure surface leads to
severe distortion in this region.

Figure 20 tracks stream surfaces through the three-dimensional

Journal of Turbomachinery

Fig. 19 Deformation of midspan stream surface, axial view
from upstream

blade row using inviscid CFD with no inlet endwall boundary layer
(no conventional secondary flow). At the leading edge, the veloc-
ity in the plane normal to the spanwise direction stagnates but the
spanwise component persists. This causes the stream surfaces on
both sides of the passage to curve upwards in Fig. 20(a). By
Xl €y =0.25, Fig. 20(b), the blade curvature causes V,, the veloc-
ity component normal to the stacking axis in the meridional view,
to reduce greatly near the pressure surface and to increase near the
suction surface. This causes further upwards movement of the
stream surface close to the pressure surface and downwards
movement near the suction surface. This process continues
through x,,/c,,=0.5, Fig. 20(c). At the trailing edge, the stream
surface is highly distorted and discontinuous in the circumferen-
tial direction.

The stream tube thickness is seen to remain constant with pitch-
wise position over much of the span. In this region, the flow is
two-dimensional and can be closely approximated by the infinite
swept blade model. The endwalls are observed to influence the
flow within approximately one blade pitch of the hub and casing.
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Fig. 20 Stream surface deformation through Blade HS
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Fig. 21 Blade HS, crp predictions of normalized Y, at hub

The effect on the blade loading at the endwalls can be assessed
qualitatively by considering the stream tube formed between the
inlet stream surface one pitch from the endwall (shown in bold)
and the endwall itself. We now examine the thickness of this
stream tube close to the suction surface. At the leading edge, this
thickness is increased at the hub and reduced at the casing; this
leads to the suction-surface velocities being lowered at the hub
(reduced loading) and raised at the casing (increased loading). The
reverse is true at the trailing edge.

Flowfield: Calibration. The effect of changing two aspects of
the numerical modeling, mesh refinement, and transition location,
on the accuracy of the solution, was assessed. It was found that a
grid of 125X 49X 129 (axial X pitchwise X spanwise) nodes was
sufficient to resolve the secondary flow structures. Note that the
spanwise distribution of points was concentrated in the secondary
flow region so that 58 points were within z/c,,=1 of the endwall.
Figure 21 shows the predicted loss coefficient at the hub of Blade
HS for a simulation with fully turbulent blade surface boundary
layers, Fig. 21(a), and for one having a fully laminar pressure
surface and transition specified on the suction surface at the loca-
tion observed in the midspan surface pressure measurements. The
structure of the secondary flow in Fig. 21(a) is closer to the ex-
perimental data shown in Fig. 15(b) but the two-dimensional wake
depth is, as expected, too great. In Fig. 21(b), the wake depth is
well reproduced but the secondary flows are different to those
observed in reality. The flow visualization results of Fig. 12 indi-
cate that the suction surface close to the endwalls, where the sec-
ondary flows penetrate, is turbulent. To simulate this, a passive
scalar was added to the inlet endwall boundary layers of the fully
turbulent calculation and tracked through the blade row. The lo-
cation of this tracer on the suction surface was used as a marker
for transition onset, Fig. 22(a), and the resultant flowfield is
shown in Fig. 22(b). The shape of the secondary flow and the
two-dimensional wake depth agree closely with the experiment.
However, the loss core is too deep in Fig. 22(b), deeper than in
Fig. 21(a), which indicates that more of the suction surface close
to the hub is turbulent than was specified. This could be achieved

(@ Transition onset (b)

Normalized exit Yp

Fig. 22 Blade HS, crp, spanwise varying transition onset
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Fig. 23 Pitchwise mass-averaged distributions, x,,/c,;,,=1.25

in the calculation by altering the passive scalar threshold used to
generate Fig. 22(a), but the trends of the impact of boundary layer
state on the secondary flows, of this blade at least, have been
established.

Figure 23 compares pitchwise mass-averaged computational
and experimental data for Blade HS. Apart from the loss discrep-
ancy at the hub noted above, the agreement is very good. In par-
ticular, the ability to reproduce both the conventional over- and
underturnings observed at the hub and the unusual yaw angle
distribution seen at the casing is clear.

Flowfield: Analysis. CFD simulations are now used to investi-
gate the flowfield structure within the passage where measure-
ments have not been taken. For clarity, inviscid simulations (in-
cluding free slip on all walls) with the measured inlet boundary
layer profile were performed. Any vorticity present within the
passage is then the result of turning of the vorticity of the inlet
flow, not viscous effects. Figures 24(a)-24(c) show these calcula-
tions for Blade H, the hub of Blade HS, and the casing of Blade
HS, respectively. Data from three planes are shown. At each
plane, plots of pitch angle (defined to be positive when away from
the local endwall) and streamwise vorticity (positive when clock-
wise) are presented. The streamwise vorticity from the CFD is
calculated using the midspan, midpitch flow as the streamwise
direction. At the third plane shown, x,,/c,,=1.25, measured con-
tours of streamwise vorticity are presented. The vorticity is calcu-
lated using the method used by Gregory-Smith et al. [12] and
Yaras and Sjolander [13]. Here, the primary direction is taken to
be the design exit angle. The streamwise vorticity shown is non-
dimensionalized by the inlet freestream meridional velocity and
meridional chord:

’ Wsw
OV 47V, e, ©)

In discussion of Fig. 24, it is helpful to think of the flowfield as
the superposition of a primary irrotational flow, and a perturbation
flow (secondary flow). The primary flows for the two blades differ
fundamentally in that the unswept blade has a primary flow with
zero spanwise velocity component but the swept blade has a pri-
mary flow, which has large spanwise velocities that lead to pitch
angles of up to =40 deg.

Figure 24(a) shows the endwall flow of Blade H. At x,,/c,,
=0.5, Fig. 24(a)(i) shows that the pressure-side leg of the horse-
shoe vortex, “A,” has crossed the passage to the suction surface.
The inner portion of the inlet boundary layer is contained within
A, the rest is seen as streamwise vorticity to the right of A in Fig.
24(a)(i). By Fig. 24(a)(ii) at x,,/c,,=0.95, the passage vortex (this
is what A has now become) is well developed. Immediately down-
stream of the trailing edge, the passage vortex is joined by vortic-
ity of the opposite sense that has been shed from the blade, “C.”
Note that the position of the trailing edge in the contour plots
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Fig. 24 Results of inviscid calculations (with measured inlet boundary layer) (a) Blade H, (b) Blade HS hub, (c) Blade HS
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differs in the calculations and experimental results but the ap-
proximate location is indicated in the figure. The fact that the
inviscid predictions and the measured results are similar illustrates
that the main features of secondary flow are generated by the
inviscid transport of the vorticity present in the inlet flow. The
secondary flow depicted in Fig. 24(a) is similar to that seen by
many investigators, e.g., Langston et al. [14] and Gregory-Smith
et al. [12].

The flow at the hub of Blade HS is shown in Fig. 24(b). The
strong pitch angle variations of the primary flow are clearly evi-
dent in Fig. 24(b)(i), which shows flow moving away from the
endwall on the pressure surface and toward the endwall on the
suction surface. This bulk movement of the primary flow is in the
opposite direction to the secondary flow and so should be ex-
pected to hinder or delay its development. Two islands of positive
streamwise vorticity are visible in Fig. 24(b)(i). These later form
the passage vortex. Between them, a small zone of negative
streamwise vorticity, “B,” is just discernible. Examination of the
CFD revealed that the fluid at B is part of the inlet boundary layer
that was swept up the pressure surface by the primary flow before
being driven back down and across the passage by the secondary
flow. This small zone of negative vorticity is still visible in Fig.
24(b)(ii) where it is also apparent that the primary flow has ham-
pered the development of the passage vortex so that it is much
closer to the endwall than was the case for Blade H. Furthermore,
positive vorticity can be seen next to the pressure surface almost
up to z/c,,=1 and this is inlet boundary layer fluid swept up the
pressure surface by the primary flow. Satisfactory agreement with
the experimental data is again observed in Fig. 24(b)(iii), although
B is larger in the measured data than in the inviscid predictions.

It has been shown that the secondary flow at the casing of Blade
HS is highly unusual, with minimal overturning next to the end-
wall. It can be seen in Fig. 24(c)(i) that the cross-passage move-
ment of the inlet endwall boundary layer is helped by the bulk
primary flow motion. In the streamwise vorticity plot of Fig.
24(c)(i), virtually no inlet boundary layer fluid is visible in the
pressure-surface half of the passage. As the inlet boundary layer
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moves across the endwall, it is replaced by primary flow from the
pressure-surface half of the passage. This flow continues in a
predominantly streamwise direction (i.e., out of the page of Fig.
24)—it is not overturned. By contrast, in the conventional second-
ary flow of Blade H, the flow that “fills the space” left by the inlet
boundary layer comes from much closer to the pressure surface
and so itself becomes overturned as it moves toward the suction
surface. This is the explanation for the much reduced overturning
of the flow at the endwall at the exit of the casing of Blade HS
compared to Blade H.

Conclusions

This paper has examined the influence of high levels of sweep
on the secondary flow structure, and associated losses, of a turbine
blade. Two blades, designed to perform the same aerodynamic
duty, have been investigated both experimentally and computa-
tionally. The first, Blade H, is unswept, and the second, Blade HS,
is highly swept (A=45 deg). As compared to the unswept blade,
the following have been found:

1. The hub of Blade HS generates secondary flows, which pen-
etrate a smaller distance up the suction surface from the
endwall. This is shown to have been caused by a delay in the
endwall cross flow resulting from a combination of two ef-
fects of the sweep. First, the leading edge loading at the hub
of Blade HS is greatly reduced. Second, the bulk motion of
the primary flow acts to oppose the secondary flow by push-
ing the inlet endwall boundary layer toward and up the pres-
sure surface. The overall effect on performance is a reduc-
tion of the measured secondary loss of 24%.

2. The casing of Blade HS generates secondary flows with a
similar spanwise penetration to those at the hub but with,
very distinctively, greatly reduced endwall overturning at
row exit. This time, it is shown that sweep encourages cross-
passage flow by increasing the leading edge blade loading.
However, once the inlet boundary layer has swept on to the
suction surface, it is replaced on the endwall by irrotational
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primary flow, which arrives at the casing over the pressure-
side half of the passage. At this endwall, the measured sec-
ondary loss is 39% of that for Blade H.

In addition, it has been shown that accurate predictions for both
the structure and loss of the endwall flows of high-lift low Rey-
nolds number blading can be achieved, even with simple turbu-
lence modeling, provided that an estimate can be made for the
transition onset location.

This work should prove useful to the turbine aerodynamicist
because it suggests the following:

1. A trade-off exists between the increased profile loss and re-
duced secondary loss of highly swept blading as the aspect
ratio is varied.

2. The reduced overturning at the casing of Blade HS will cre-
ate a more uniform flow for the downstream row. This has
been shown to be beneficial for stage efficiency when
achieved through three-dimensional blade design, Wallis and
Denton [15].

3. Introducing sweep in annuli with little radial flow, by
restacking the blade, could be used to reduce secondary
losses
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Nomenclature
¢ = chord
c; = dissipation coefficient
¢, = (po1—p)/(po1—p2) pressure coefficient
e = (poi—0.50V2=p)/ (o1 —0.5pV;—py) sweep
pressure coefficient

H = blade height (perpendicular to endwalls)
p = pressure

P = blade pitch

r = radius

V = velocity
X,, = meridional distance (from LE)

Y, = (po1—po)/(po1—p3) (normalized by Blade H
midspan Y),)
z = perpendicular distance from endwall
a = yaw angle

041011-10 / Vol. 130, OCTOBER 2008

6 = displacement thickness
A, = contour interval

y = pitch angle

N = sweep angle

p = density

60 = momentum thickness
wgw = streamwise vorticity

Subscripts

m = meridional

n = normal to spanwise in meridional plane

s = spanwise

6 = pitchwise, tangential

0 = stagnation quantity

1, 2, 3 = inlet, exit, exit (mixed out)
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Effects of Regular and Random
Roughness on the Heat Transfer
and Skin Friction Coefficient on
the Suction Side of a Gas Turbine
Vane

Skin friction coefficients and heat transfer coefficients are measured for a range of regu-
lar and random roughnesses on the suction side of a simulated gas turbine vane. The skin
[riction coefficients are calculated using boundary layer data and the momentum integral
method. High resolution surface temperature data measured with an IR camera yield
local heat transfer values. 80 grit, 50 grit, 36 grit, and 20 grit sandpapers along with a
regular array of conical roughness elements are tested. Measured skin friction coefficient
data show that the conical roughness array behaves very similar to the 50 grit, 36 grit,
and 20 grit sandpapers in terms of the effect of the roughness on the hydrodynamic
boundary layer. In terms of heat transfer, the conical roughness array is most similar to
the 80 grit sandpaper, which are both lower than the roughest sandpapers tested. These
data show that the particular regular array of roughness elements tested has fundamen-
tally different behavior than randomly rough surfaces for this position on the simulated
turbine vane. In addition, this difference is in the opposite direction as seen in previous
experimental studies. In order to draw a more general conclusion about the nature of
random and regular roughness, a parametric study of regular roughness arrays should be

Jason E. Dees
David G. Bogard

The University of Texas at Austin,
Austin, TX 78712

performed. [DOI: 10.1115/1.2812338]

Introduction

Increased surface roughness levels on operational turbine com-
ponents have been shown to significantly degrade the performance
of gas turbine engines. The degradation in performance occurs
due to augmentation of surface heat transfer and skin friction. This
augmentation can be quite large if the smooth surface is laminar,
and roughness causes an earlier boundary layer transition. These
results lead to higher operating costs and lower lifetimes for en-
gines and engine components.

Simulating the roughness has traditionally been approached in
one of two ways. One way that turbine roughness is simulated is
by using a regular array of roughness elements that matches a real
roughness sample in terms of some roughness quantity. Bogard et
al. [1] examined samples of two turbine vanes that had been sig-
nificantly roughened by operation in the field. They developed an
array of cones designed to match the equivalent sandgrain rough-
ness k, of the sample roughness. The equivalent sandgrain rough-
ness is by definition the roughness height, which would yield the
same skin friction coefficient as a sandgrain surface (as quantified
by Nikuradse [2]) for the surface being analyzed. The presump-
tion made by Bogard et al. was that by matching the equivalent
sandgrain roughness with the array of cones, the heat transfer and
skin friction drag for the real rough surface can be accurately
simulated. Other studies [3,4] have also used regular arrays of
roughness elements to simulate the behavior of real rough sur-
faces.

Bons et al. [5] analyzed over 100 used turbine components and
concluded that due to the various roughness characteristics
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(GT2007), Montreal, Quebec, Canada, May 1417, 2007.
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present, no one roughness element (cones, hemispheres, etc.)
would be adequate to simulate the real roughness found on the
components. A later study by Bons [6] looked at six scaled up real
roughness models chosen to represent a range of types and levels
of the roughness seen in the previous study. Skin friction coeffi-
cient and heat transfer coefficient were measured for all of the real
rough surfaces. When a standard correlation was used to compare
the measured heat transfer values for the realistic rough surfaces
to the predicted value, the predicted values were found to over-
predict the heat transfer by about 10%. An ordered array was
constructed to match the skin friction coefficient of one of the
realistic rough surfaces, and the heat transfer coefficient was mea-
sured to be 10% lower than that for the realistic rough surface.
However, the measured heat transfer for the ordered array
matched the predicted heat transfer within 1%. Due to this result,
the author suggested that ordered arrays may be used to simulate
either skin friction effects or heat transfer effects of real rough-
ness, but not both simultaneously.

A similar study was performed by Belnap et al. [7] that showed
the same overprediction of heat transfer for real rough surfaces. In
this study, two examples of real component roughness were tested
in a fully developed channel flow. Measurement of the average
pressure drop was used to determine the skin friction of each
rough surface. When a correlation was used to predict the Stanton
number based on the measured Cy, the predicted Stanton number
values overpredicted the measured values by about 10%.

The study presented in the paper also involved a comparison of
random roughness and ordered array roughness. Measurements
were made of skin friction and heat transfer coefficient so that the
relative augmentation of these two parameters could be deter-
mined. However, this study was done on the suction side of a
simulated turbine vane where the strong favorable pressure gradi-
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Fig. 1 Schematic of the simulated turbine vane test section

ent had a strong effect on boundary layer transition. Consequently,
roughness samples were tested in a region where the roughness
would affect the transition process.

Experimental Facilities and Procedures

Experiments were conducted in a closed loop wind tunnel
driven by a 50 hp adjustable speed blower. The test section,
shown in Fig. 1, simulated a three vane, two passage cascade. The
vane geometry was taken from an actual turbine inlet guide vane
scaled up nine times. The center vane, shown in Fig. 2, was in-
strumented with pressure taps to measure the pressure distribution
around the vane.

Adjustable bypass flows outside of the two half vanes were
designed to match the passage flow of three vanes. The outer wall
of the test section had movable walls in order to control the pres-
sure distribution around the test vane. The chord length of the
scaled up test vane was 59.4 cm and the span was 54.9 cm. The
vane cascade had a pitch of 45.7 cm. For the experiments per-

Flow
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Areq of Interest

Fig. 2 Schematic of test vane detail
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formed in this study, the mainstream approach flow was held at
5.8 m/s. This resulted in a cascade exit velocity of 28 m/s and a
Reynolds number based on exit velocity and chord length of Re
=1.06 X 10°. Previous measurements [8] showed that the main-
stream turbulence was Tu=5.2% at 0.18C upstream of the vane’s
leading edge. The vane was constructed of low conductivity poly-
urethane foam with thermal conductivity k=0.048 W/m K. The
area studied was between s/C=0.37 and s/ C=0.57 on the suction
side of the vane. The pressure coefficient distribution around the
vane was measured in a previous study [9], and is shown in Fig. 3.
Note that the region over which these tests were conducted was
immediately downstream of a strong favorable pressure gradient.

This study examined the effects of regular roughness arrays and
random, “real” rough surfaces. A regular array of conical rough-
ness elements was constructed by punching cones in a thin stain-
less steel foil, distributed as shown in Fig. 4. The cones had a
height k=1 mm, base diameter d=4 mm, and a pitch p=4.3 mm.
The equivalent sandgrain roughness value for this array of cones
was estimated to be k;=0.5 mm using the roughness shape density
parameter of Sigal and Danberg [10]. Sandpaper was chosen to
simulate real rough surfaces due to its low cost, availability, and
wide range of roughness levels. Preliminary boundary layer mea-
surements were conducted to determine which sandpaper levels
had hydrodynamic effects that were most similar to the regular
roughness array discussed above. As a result of these measure-
ments, 20 grit, 36 grit, 50 grit, and 80 grit sandpapers were chosen
for further study.

Side view:
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Top View:
i - |eP

500000000
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000000000

Fig. 4 Schematic of regular roughness array
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All rough surfaces were attached to the surface of a heating foil
using double sided tape. In order to make the conical roughness
array similar to the sandpaper roughness, the conical roughness
was first attached to a paper backing using double sided tape. The
paper backing with the conical roughness attached was then taped
to the vane in the same way the sandpaper was attached. In all
cases, the roughness extended from the stagnation line to s/C
~0.60.

Boundary layer measurements were performed using an A.A.
Lab Systems Ltd. AN-1003 hot wire/hot film anemometry system.
Mean velocity profiles and fluctuating velocity profiles were mea-
sured at s/C=0.37 and s/C=0.57 for all rough surfaces and a
smooth base line. For the smooth surface condition, a smooth
piece of vinyl cardstock was taped to the vane surface over 0
<s/C<0.60 to make the surface as smooth as possible. For some
experiments, a tripwire of 0.61 mm diameter was installed at
s/C=0.29 for the smooth case only, in order to promote tripping
the boundary layer to become turbulent. The data were acquired
using a National Instruments data acquisition system. When mea-
suring boundary layers over the rough surfaces, an effective ori-
gin, or y=0, must be established. In this study, the effective origin
was taken to be the midpoint between the surface and the top of
the roughness elements. While performing hot wire measure-
ments, the vane was not heated.

For the heat transfer measurements, a uniform heat flux foil was
used on the surface of the vane, underneath the surface roughness
or smooth cardstock. The surface temperature distribution, 7}, be-
tween s/ C=0.37 and s/ C=0.57 was measured using a FLIR Ther-
maCAM P20 infrared camera. The camera was calibrated in situ
using two type E thermocouples located at the rear of the test area,
prior to the attachment of the surface roughness. A uniform heat
flux was applied using electrical heating of the stainless steel foil
attached to the vane in the region of interest as well as upstream
of the region of interest (upstream heating took place over the
range 0.21<s/C<0.37). The upstream heat flux foil produced a
heat flux that was nominally 1.25 times the heat flux produced by
the heat flux foil in the area of interest. All rough surfaces were
painted with flat black spray paint to obtain a consistent surface
emissivity. After painting the surface roughness, a binocular mi-
croscope was used to visually verify that the thin coat of paint did
not affect the surface roughness level.

During heat transfer tests, nonuniformities in temperature dis-
tributions were observed for all roughness levels. This nonunifor-
mity was found to be due to the nonuniform attachment of
sandgrains for the commercial sandpaper used. However, tests
with different sandpaper samples, and different orientations of the
sandpaper, showed that the laterally averaged heat transfer coeffi-
cients were essentially the same for all samples.

The convective heat transfer coefficient was determined
through the following equation:

h= Yelectrical ~ Yradiation — 9 conduction (1 )
T,-T.

where ¢ ugiation @14 Geonduction are the heat fluxes lost due to radia-
tion from the surface and conduction through the foam substrate.
The mainstream temperature, 7., was measured using a type E
thermocouple near the leading edge of the vane. The conduction
correction and radiation correction were calculated using Egs. (2)
and (3) as follows:

-k
9 conduction = T(To - Ti) (2)

Gradiation = 80’(Ti - Ti) (3)

T; was measured by attaching a surface thermocouple to the inside
surface of the test vane.

Uncertainty in the boundary layer momentum thickness mea-
surements was established by measuring the boundary layer pro-
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Fig. 5 Mean velocity profiles at s/C=0.37 for varying surface
roughnesses

file at three different spanwise locations and calculating the mo-
mentum thickness for each profile. Mean velocity and fluctuating
velocities for all three spanwise locations were compared directly
and no significant differences were observed at any surface rough-
ness level. The maximum deviation from the average momentum
thickness was found to be about 2% for all surfaces. Uncertainties
in the mean velocities, U, values, and the skin friction coeffi-
cient were found to be about =0.5%, £3%, and *5%, respec-
tively. Bias uncertainties in the hot wire measurements arise from
any uncertainty in the Pitot probe used to calibrate the hot wire
system. The uncertainty in the Pitot probe measurement was esti-
mated to be about 0.2 m/s at the test velocity of 5.8 m/s. In
addition, drift in the hot wire calibration was checked by perform-
ing the calibration before and after the experiment. The maximum
differences in calibration were less than 0.1 m/s at the freestream
velocity. The bias uncertainty in the temperature measurements
was estimated to be less than 1 K. The overall uncertainty in the
heat transfer coefficient was established by repeating the heat
transfer tests on four different days. From these four tests, the
uncertainty was found to be =3% for all sandpaper samples and
*5% for cone surface.

Results

Mean velocity profiles and fluctuating velocity profiles were
measured for all of the rough surfaces as well as the smooth
tripped and untripped base line conditions at positions s/C=0.37
and s/C=0.57. The normalized mean velocity profiles at each
position are shown in Figs. 5 and 6. The nominal values for the
edge velocities were U,=32 m/s at s/C=0.37 and U,=33.5 m/s
at s/C=0.57. As seen in both Figs. 5 and 6, the rough surfaces
caused a much greater velocity defect when compared to the
smooth base line case. However, there was little variation among
the different grit sandpapers and the cones.

Boundary layer thicknesses, momentum thickness, and shape
parameters were determined from the velocity profile measure-
ments, and are reported in Table 1. The influence of the tripwire
on the smooth case was to increase the boundary layer thickness
by a factor of about 2 at both streamwise positions. Table 1 also
shows the trend of increasing boundary layer thickness with in-
creasing roughness level. One exception to this trend is that the
boundary layer thickness for the 36 grit sandpaper was thicker
than that of the 20 grit sandpaper at the s/C=0.37 position, al-
though the 20 grit sandpaper had a larger thickness at the s/C
=0.57 position. An interesting observation is that the smooth,
tripped boundary layer thickness was thicker than both the 80 grit
and 50 grit sandpapers at the s/C=0.37 position, but thinner than
the 80 grit sandpaper at the s/C=0.57 position. The conical
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Fig. 6 Mean velocity profiles at s/C=0.57 for varying surface
roughnesses

roughness was shown to be most similar to the 36 grit sandpaper
at the upstream position in terms of boundary layer thickness, but
is most similar to the 20 grit sandpaper at the downstream posi-
tion.

The profiles of normalized fluctuating velocity (Uy,/U,) are
shown in Figs. 7 and 8. Generally, the fluctuating velocity values
increase as the surface roughness increases for the s/C=0.37 po-
sition, except in the case of the conical roughness, which has
lower fluctuating velocity values than all of the sandpapers. The
smooth, no-trip case had a peak at about y/6=0.2, while the
smooth case with the tripwire had a small peak much closer to the
wall. The peak very close to the wall is a characteristic of a fully
turbulent boundary layer. Furthermore, shape factor for the un-
tripped smooth case was significantly larger than would be ex-
pected for a turbulent boundary layer, but much lower than what
would be expected of a laminar boundary layer, indicating a tran-
sitional boundary layer.

At the s/C=0.57 position, the different roughness levels have
fluctuating velocity profiles that are grouped more closely to-
gether, except for the 20 grit sandpaper, which has higher fluctu-
ating velocity values than any other roughness level. The magni-
tudes of the fluctuating velocity for the rough surfaces were very
similar to the magnitudes at the s/C=0.37 position. For the

Table 1 Boundary layer data
Location S (mm) 6 (mm) H Rey
Smooth w/o s/C=037 1.26 0.13 1.64 593
trip §/C=0.57 2.08 0.19 1.68 406
Smooth with s/C=0.37 3.28 0.28 1.28 572
trip s/C=0.57 4.02 0.41 1.37 877
80 grit s/C=0.37 2.79 0.29 1.38 593
s/C=0.57 3.17 0.49 1.48 1048
50 grit s/C=0.37 3.06 0.38 1.42 777
s/C=0.57 5.27 0.68 1.49 1455
36 grit s/C=0.37 3.53 0.46 1.42 940
s/C=0.57 5.36 0.77 1.56 1647
20 grit s/C=0.37 3.17 0.43 1.55 879
s/C=0.57 5.48 0.76 1.56 1626
Cones s/C=0.37 343 0.45 1.46 920
s/C=0.57 5.65 0.76 1.45 1626
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Fig. 7 Fluctuating velocity profiles, s/C=0.37

smooth cases, the magnitudes increase at the downstream position
relative to the upstream position for both the tripped and untripped
cases.

Using the measured momentum thickness values and taking
into account pressure gradients, the average skin friction coeffi-
cient was calculated for each surface using the momentum inte-
gral equation. To check whether the tripped smooth boundary
layer was fully turbulent, a Clauser fit was done to see if it would
yield the correct skin friction coefficient. The average skin friction
coefficient for the smooth tripped case as calculated by the mo-
mentum integral was found to be C;/2=0.0012.

The Clauser fit indicated C;/2=0.0029 and C;/2=0.0022 for
the upstream and downstream profiles, respectively. Since the
value given by the momentum integral is an average between the
upstream and the downstream skin friction values, the values cal-
culated by the Clauser plot should bracket the average value from
the momentum integral equation, if the flow is fully turbulent.
Consequently, these data indicate that the boundary layer was
transitional, not fully turbulent in this region.

As an additional check of the accuracy of the momentum inte-
gral technique to determine average skin friction, the same proce-
dure was used to determine the average skin friction between the
s/C=0.57 position and a farther downstream position of s/C
=1.0. The local skin friction values were also obtained using a
Clauser fit. The average value of C;/2=0.0018 obtained from the
momentum integral technique was bracketed by the Clauser fit
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Fig. 8 Fluctuating velocity profiles, s/ C=0.57
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Table 2 Smooth case skin friction data

Skin friction coefficient value C;/2

s/C Clauser plot Momentum integral
0.37 0.0029 0.0012
0.57 0.0022 0.0018

1.0 0.0017

values of C;/2=0.0022 and C;/2=0.0017 at s/C=0.57 and s/C
=1.0, respectively. This confirmed the accuracy of the momentum
integral technique.

A likely cause of the boundary layer remaining transitional in
spite of the presence of a trip is the significant pressure gradient
accelerating the flow in the area of interest. The acceleration pa-
rameter was found to be K=0.40X 1070 at the upstream position
and K=0.45X 1078 for the s/C=0.57 position. Similarly, Keller
and Wang [11] showed that a flow with K=0.25X 107° caused a
significant delay in transition onset and widened the transition
region. This clearly shows that the acceleration parameter value
for the current vane is significant. A summary of the smooth skin
friction data discussed above is presented in Table 2.

Average skin friction coefficient values were calculated using
the momentum integral equation for 0.37<s/C<0.57. The cal-
culated values are shown in Fig. 9. As can be seen in this figure,
there are two values shown for the smooth case skin friction co-
efficient. The highest value was determined from the momentum
integral with a tripwire present. The lowest value represents the
skin friction coefficient calculated from the momentum integral
equation for a smooth vane without any tripwire present and can
give a good idea of what the skin friction coefficient on a new,
smooth turbine vane is. The skin friction coefficient data suggest
that the 50 grit, 36 grit, and 20 grit sandpapers, and conical rough-
ness all have similar hydrodynamic effects. Within experimental
uncertainty, no distinction can be made between these samples.

Figure 10 shows the augmentation in the skin friction coeffi-
cient for each rough surface relative to the smooth tripped value
as calculated by the momentum integral equation. The conical
roughnesses, 50 grit, 36 grit, and 20 grit sandpapers, all have the
same augmentation of about 300% relative to the tripped smooth
base line. The 80 grit sandpaper shows an increase in skin friction
of about 200%. The increases in skin friction are due to the sur-
face roughness as well as causing boundary layer transition earlier
along the test vane, since the tripped flow was not fully turbulent
due to the significant pressure gradient. Stripf et al. [12] also
observed different levels of roughness having different effects on
the transition of the boundary layer on the suction side of a vane.
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Fig. 9 Skin friction coefficient values for various roughness
levels
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Fig. 10 Skin friction augmentation factors for various surface
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In this study, low levels of roughness were seen to have very
small effects on the transition location and larger roughness levels
were seen to move the transition point well upstream of the
smooth base line case. An interesting point to note is that if the
skin friction values were normalized to the smooth untripped case,
even higher augmentation factors will be seen. These augmenta-
tion factors may be interesting in that they may provide more
insight into what the total effect of the roughness is relative to a
new turbine vane.

By using the measured momentum thickness for the tripped
smooth case, an estimation of what the fully turbulent skin friction
coefficient would have been was made using a standard correla-
tion. The predicted skin friction coefficients for the s/ C=0.37 and
0.57 positions were found to be C;/2=0.0029 and 0.0024, respec-
tively. These levels of skin friction coefficient would result in an
average of about C;/2=0.0026 over the test range. When refer-
enced to this higher value of Cp (rather than the much lower
value found from the momentum integral calculation), the rough
surface skin friction augmentation is about 50% for the four
roughest surfaces. This is roughly the same augmentation due to
roughness seen by both Bons [6] and Belnap et al. [7]. This re-
duction in skin friction augmentation shows the importance of the
reference condition when trying to determine the effect of surface
roughness on skin friction on an airfoil where significant pressure
gradient effects may be present.

Roughness Reynolds number values, Re;, were predicted using
the skin friction augmentation for each rough surface relative to a
representative fully turbulent smooth base line and the correlation
from White [13] shown below:

O.3Rek

Re, =~ 1.73(1 + 0.3Rey)e?| 2> —4Z+6 - ————
1 +0.3Re,

Z-1)
(4)
where Z=x(2/C)".

The correlation is implicit in three variables; Cy, k, (in the form
of Rey), and downstream distance x. Values of C; were obtained
from measurements. The effective downstream distance x was un-
known, but was approximated as the development distance needed
for a turbulent boundary layer over a flat plate to have a certain
skin friction coefficient. A flat plate correlation was used to deter-
mine the x value for the case of Cyl 2=0.0026, since this was
believed to be most representative of a fully turbulent case. The
calculated Re; and k; values are shown in Table 3. For compari-
son, this table also includes values for the CAMI published grit
sizes for the sandpapers used. The equivalent sandgrain roughness
levels were consistently lower than the grit sizes, sometimes by a
factor of 2.
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Table 3 Equivalent sandgrain roughness and roughness Rey-
nolds number values

CAMI

grit size
ky (mm) Rey (mm) Cyl2
80 grit 0.004 ~0 0.19 0.0023
50 grit 0.30 39 0.35 0.0036
36 grit 0.30 39 0.54 0.0036
20 grit 0.42 57 0.90 0.0039
Cones 0.34 45 — 0.0037

Laterally averaged heat transfer coefficient data were obtained
and are presented in Fig. 11 for each rough surface in the area of
interest. These data show the effect that the roughness has on heat
transfer. The 50 grit and 36 grit sandpapers have identical heat
transfer coefficient values, but the cones, which were identical to
50 grit and 36 grit in terms of skin friction coefficient, have a
lower heat transfer value. Also shown on the chart is the effect of
the tripwire on the heat transfer coefficient for the smooth case.
The tripwire clearly caused the smooth case boundary layer to
become more turbulent, increasing the heat transfer by a factor of
2.

Figure 12 shows the augmentation in heat transfer coefficient
due to the rough surfaces in terms of a spatially averaged Stanton
number. The augmentations for the 50 grit, 36 grit, and 20 grit
sandpapers were all about 1.7-1.8. The 80 grit sandpaper and
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Fig. 11 Laterally averaged heat transfer coefficient for various
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Fig. 13 Combined St/(C,/2) value for various surface rough-
ness levels

conical roughness array both had St augmentation of about 1.5.
The combined effect of each roughness level on skin friction and
heat transfer can be seen in terms of a Reynolds analogy, 25t/ Cy,
value. This is shown in Fig. 13. This quantity is important in that
it quantifies the relative increase in skin friction coefficient due to
roughness to the increase in heat transfer coefficient due to rough-
ness. The conical roughness elements can clearly be seen to have
an augmentation relative to the smooth base line that is about 20%
lower than the hydrodynamically similar sandpaper roughness
levels. This is in contrast to the differences seen by both Bons [6]
and Belnap et al. [7] where the regular roughness array caused an
elevation in heat transfer coefficient relative to the hydrodynami-
cally similar randomly rough surface. However, these previous
studies were not done with a transitional boundary layer, and this
may be a significant factor for this study.

Expected values for 2St/Cy can be determined using represen-
tative skin friction coefficient values of C¢=0.003 and 0.006 and
the following correlation for St [7]:

C. C,\05
St= _21 1+ (—;) (5.19Re*Pr# - 8.48) )

The C;/2=0.003 value was chosen to be representative of a fully
turbulent boundary layer while the C/2=0.006 value was also
included to show the effect of varying C;/2 on the predicted value
of St. Figure 14 shows the predicted values plotted along with the
measured values from this study and studies from Refs. [6,7]. The
regular roughness array falls within 5% of the predicted value,
while the randomly rough surfaces are all higher by 20% or more

« Cf/2=0.006 (Eq. 3.6)

3
= ¢f/2=0.003 (Eq. 3.6)

2St/C;

0.0 T T T T

80 grit 50 grit 36 grit 20 grit cones
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Fig. 12 Stanton number augmentation for various surface
roughness levels
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than the predicted value. The randomly rough surfaces from Bons
[6] and Belnap et al. [7] had 2St/ C;20% lower than that predicted
by the correlation.

Conclusions

Heat transfer and skin friction coefficients were measured for a
range of rough surfaces on the suction side of a simulated gas
turbine vane. The unique aspect of this study is the transitional
nature of the smooth base line case even when a trip is used. The
pressure gradient in this region of the airfoil is significant enough
to prevent complete boundary layer transition for the smooth ref-
erence case. Consequently, roughness effects are magnified by the
effects of roughness in promoting transition to a fully turbulent
boundary layer.

The results show different effects between one regular array
and a set of random rough surfaces on the heat transfer coefficient
and skin friction coefficient on this region of the vane. The mea-
sured skin friction and heat transfer coefficients were combined
into a 25t/ Cy value so that the relative effects of each roughness
level could be directly compared to one another. The most inter-
esting result was the difference between the conical roughness
elements and the roughest sandpapers. The 50 grit, 36 grit, and 20
grit sandpapers all had 2St/Cy values of about 1.2. The conical
roughness had a value of about 1.0, representing a 20% decrease
when compared to the sandpaper. This was a direct result of the
conical roughness having a similar hydrodynamic effect when
compared to the 50 grit, 36 grit, and 20 grit sandpapers, but much
lower heat transfer. Clearly, the conical roughness does not behave
the same way that sandpaper does for this region of the vane.
These results contrasted with previous studies which showed an
increase in heat transfer for regular array roughness. However,
these previous studies had fully turbulent flows and did not in-
volve effects due to transition of the boundary layer. While in-
volving interactions with a transitioning boundary layer compli-
cates the understanding of roughness effects, such effects on
transition are, in fact, more realistic for actual turbine airfoils. A
fuller understanding of the regular array effects is still needed
through a parametric study of other regular roughness types.
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Nomenclature
C = vane chord length
skin friction coefficient
conical roughness element cone diameter
= heat transfer coefficient
= roughness height or thermal conductivity
equivalent sandgrain roughness
= shape factor, 576
= acceleration parameter, (v/ U?)(dUe/ dx)
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|
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| = thickness of vane wall
Pr = Prandtl number
q" = heat flux
spacing between conical roughness elements
Re, = roughness Reynolds number, uk /v
Rey = momentum thickness Reynolds number, U6/ v
Reynolds number based on development
length, Ux/v

s = streamwise surface distance from stagnation
St = Stanton number, i/ pc,U.

T = temperature
U = flow velocity

Greek
6 = 99% boundary layer thickness
& = emissivity
A, = roughness density parameter
6 = boundary layer momentum thickness
o = Stephan-Boltzmann constant
Subscripts
e = edge
i = inner vane surface
o = outer vane surface
o = freestream
rms = root mean squared
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Bump and Trench Modifications
to Film-Cooling Holes at the
Vane-Endwall Junction

The endwall of a first-stage vane experiences high heat transfer and low adiabatic effec-
tiveness levels because of high turbine operating temperatures and formation of leading
edge vortices. These vortices lift the coolant off the endwall and pull the hot mainstream
gases toward it. The region of focus for this study is the vane-endwall junction region
near the stagnation location where cooling is very difficult. Two different film-cooling
hole modifications, namely, trenches and bumps, were evaluated to improve the cooling in
the leading edge region. This study uses a large-scale turbine vane cascade with a single
row of axial film-cooling holes at the leading edge of the vane endwall. Individual hole
trenches and row trenches were placed along the complete row of film-cooling holes.
Two-dimensional semi-elliptically shaped bumps were also evaluated by placing the
bumps upstream and downstream of the film-cooling row. Tests were carried out for
different trench depths and bump heights under varying blowing ratios. The results indi-
cated that a row trench placed along the row of film-cooling holes showed a greater
enhancement in adiabatic effectiveness levels when compared to individual hole trenches
and bumps. All geometries considered produced an overall improvement to adiabatic
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effectiveness levels. [DOI: 10.1115/1.2812933]

Introduction

A higher demand in power output for modern gas turbines have
resulted in an increase in combustor exit temperatures. Higher
temperatures in turn have resulted in flatter profiles at the com-
bustor exit [1] warranting the need for sufficient cooling of end-
wall surfaces. In addition to these flat profiles, the endwall sur-
faces also experience high heat transfer due to the formation of
leading edge vortices, which tend to lift the coolant off the sur-
face. Friedrichs et al. [2-4] showed that the leading edge on the
endwall is the most difficult region to cool. Studies by Thole and
Knost [5] showed that even with an upstream leakage flow, the
leading edge-endwall junction around the stagnation region re-
mains uncooled.

To achieve higher adiabatic effectiveness levels at the leading
edge, it is important to ensure that there is a uniform spread of
coolant exiting the film-cooling holes. Typical film-cooling hole
designs on a surface give low adiabatic effectiveness levels near
and in between the hole exits causing localized regions of hot
spots. This study focuses on eliminating these hot spots by im-
proving the adiabatic effectiveness levels at the leading edge re-
gion of a vane endwall.

Since effective cooling at the leading edge is a challenge to a
turbine designer, new cooling methods are desired. This study is
aimed at understanding the effect of modifying the coolant jet
trajectory at the cooling hole exit and how it enhances the adia-
batic effectiveness levels. The work presented in this paper com-
pares the effect of two different modifications on the adiabatic
effectiveness levels at the leading edge, namely, trenches and
bumps.

Relevant Past Studies

Effective cooling of a turbine surface is highly important for its
improved operational life and the performance of the engine as a
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whole. With regard to that, a number of studies have focused on
developing alternate methods to cool a surface in addition to plac-
ing film-cooling holes.

An early study was carried out by Blair [6] in which he showed
that coolant flow from an upstream slot resulted in higher cooling
near the suction side and reduced cooling near the pressure side.
This nonuniform cooling was as a result of the coolant being
swept from the pressure side to the suction side caused by the
secondary flow within the vane passage. Knost and Thole [7] stud-
ied the effect of leakage flow through the combustor-vane inter-
face onto the endwall adiabatic effectiveness levels. Similar to
Blair [6], they also showed that the coolant exits the upstream slot
in a nonuniform fashion. The nonuniformity was associated with
the formation of a hot ring around the stagnation region toward
the pressure side of the vane. Cardwell et al. [8] showed that the
size of this hot ring can be reduced by decreasing the width of the
upstream slot, which results in a more uniform spread of coolant.
Burd and Simon [9] studied the effects of slot bleed injection over
the contoured endwall of a nozzle guide vane. They concluded
from their measurements that bleed cooling from upstream of the
leading edge of the vane provides considerable thermal protection
within the passage. These studies of coolant flow through a slot
showed that effective cooling can be achieved by injecting a 2D
layer of film cooling over the surface.

Searching for better cooling techniques, Bunker [10] measured
improved film-cooling effectiveness levels on a flat plate using
discrete holes placed within a transverse slot with varying widths.
Bunker [10] showed that the narrowest possible slot width relative
to the interior cooling hole diameter is most desirable. As placing
cooling holes in slots basically modifies the hole exit, there have
been few studies that have investigated this particular effect. Lu et
al. [11] investigated the effect of slot exit area and edge shape on
film effectiveness measurements made on a flat plate. They found
that a straight edge exit performed the best at a blowing ratio of
M=1.0, whereas a ramped exit enhanced the adiabatic effective-
ness levels at lower blowing ratios. Waye and Bogard [12] applied
the trench configuration on the suction side of a first-stage vane
with varying slot exit configurations. They tested a narrow trench
where the trench wall was at the film-cooling hole exit, a wide
trench where the trench wall was at a distance of one cooling hole
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diameter from the hole exit, and a trench with an angled exit.
They also found that the narrow trench performed the best relative
to a wide trench and angled exit trench and the adiabatic effec-
tiveness levels peaked for blowing ratios beyond M =1.0.

A recent study was carried out by Sundaram and Thole [13] to
understand the effect of placing semi-elliptically shaped deposits
downstream of a row of cooling holes. While their study was
aimed at understanding how deposits could adversely affect cool-
ing levels, their results indicated improved cooling performance
for some geometries. They carried out this study at the leading
edge of a first-stage vane endwall on a rough surface and found
that smaller deposits enhanced adiabatic effectiveness levels. As
the deposit height was increased, the effectiveness levels were
reduced below that of the baseline with no bumps.

In summary, different modifications have been applied to film-
cooling holes to enhance the adiabatic effectiveness levels. Most
of these studies have been on a flat plate with no studies carried
out at the leading edge of a first-stage vane endwall with the
exception of the authors’ previous work [13].

Bump and Trench Descriptions

Previous studies by Bunker [10] and Waye and Bogard [12]
showed that holes in a slot are effective in forming a layer of
protective film over the surface. These studies also showed that
the edges of the slot were very close to the exit of the film-cooling
hole for enhanced cooling. The effect of placing cooling holes in
a trench was found to show a significant enhancement in effec-
tiveness levels. The trench on the surface can be manufactured
during the thermal barrier coating (TBC) application process [14]
and its effect can differ with varying trench depths as the thick-
ness of the TBC can be varied. Similarly, studies by Sundaram
and Thole [13] also showed that when the edges of the semi-
elliptical deposits (bumps) were close to the cooling hole exit, the
cooling effectiveness levels were enhanced.

Motivated from these studies, modifications were applied to the
leading edge region of the first-stage vane endwall, as shown in
Fig. 1. The endwall of the vane was constructed of foam because
of its low thermal conductivity (0.033 W/m K). The endwall sur-
face was covered with a thin layer of Balsa wood to simulate a
smooth TBC. All of the different configurations were tested on a
smooth endwall surface. The endwall leading edge consisted of a
single row of axial film-cooling holes with a hole spacing corre-
sponding to P/D=3. The cooling row was placed four cooling
hole diameters (4D) upstream from the stagnation location. An
upstream slot, representing the combustor-turbine gap, was placed
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Fig. 2 lllustrates the (a) trench geometry and (b) bump geom-
etry studied at the leading edge

17D from the stagnation location. Note that it is important to
simulate the upstream slot since this interface exists in most tur-
bines and the exiting slot flow influences the upstream boundary
condition. Figures 2(a) and 2(b) show the geometries of the two
modifications studied at this leading edge location. Figure 2(a)
illustrates the trench geometry and Fig. 2(b) illustrates the bump
geometry previously described by Sundaram and Thole [13]. For
the trench configuration, three different depths were studied cor-
responding to h/D=0.4, 0.8, and 1.2. The trench depths were
controlled by varying the thickness of the Balsa wood covering
the endwall surface. Three different bump heights were also tested
at the leading edge. Similar to Sundaram and Thole [13], these
heights corresponded to 4/D=0.5, 0.8, and 1.2.

Based on the above two concepts, four different cooling hole
configurations were tested at varying blowing ratios, as shown in
Figs. 3(a)-3(d). Figure 3(a) illustrates the baseline case, which
simulated a smooth endwall without any surface modifications. It
consisted of a row of axial film-cooling holes placed 30 deg to the
endwall surface. Figure 3(b) simulates the individual hole trench
configuration, where the trench surrounded each individual cool-
ing hole. Figure 3(c) is the row trench configuration, similar to the
one tested by Bunker [10] on a flat plate, where the trench runs
along the entire length of the cooling row. Bunker [10] studied
only a single trench depth of 4#/D=0.43 for the axial hole geom-
etry. Figure 3(d) is the bump configuration, in which two semi-
elliptical bumps were placed at the upstream and downstream lo-
cations of the film-cooling hole. The geometries shown in Figs.
3(b)-3(d) will be compared with the baseline case to see if these
modifications result in any enhancement.

Experimental Methodology

The experimental section was placed in a closed loop wind
tunnel facility, as shown in Fig. 4. The flow encounters an elbow
downstream of the fan and passes through a primary heat ex-
changer used to cool the bulk flow. The flow is then divided into
three channels including the center passage and two cooled sec-
ondary passages located above and below the test section. Note
that only the top secondary passage was used for this study. The
primary core flow, located in the center passage, convects through
a heater bank where the air temperature is increased to about
60°C. The secondary flow, in the outer passage, was cooled to
about 20°C, thereby maintaining a temperature difference of
40°C between the primary and secondary flows. The secondary
flow provided the coolant through the film-cooling holes and
through the upstream slot. Also, for all the tests carried out in this
study, a density ratio of 1.1 was maintained between the coolant

Hill

p bl Al A

Fig. 3 Schematic of the four configurations: (a) baseline, (b)
individual trench, (c) row trench, and (d) bumps tested at the
leading edge
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and mainstream flows. As the density ratios are not being matched
to that of the engine, velocity ratios for the cooling holes will be
significantly higher than those found in an engine for the same
mass flux or momentum flux ratios. While there have been studies
indicating that momentum flux scales jet lift-off for flat plate film
cooling, it is unknown as to whether it best scales lift-off for
endwall film cooling.

Downstream of the flow/thermal conditioning section is the test
section that consists of two full passages with one center vane and
two half vanes. Table 1 provides a description of the turbine vane
geometry and operating conditions. Table 1 also gives the inlet
boundary layer characteristics. The boundary layer approaching
the vane cascade was measured at 0.63C upstream of the vane
stagnation. The measurement was done far upstream from the
stagnation as the upstream slot flow influences the boundary layer
approaching the vane cascade. The vane geometry used in the
current study is a commercial first-stage vane previously de-
scribed by Radomsky and Thole [15]. The passage under study
consisted of an endwall surface with film-cooling holes and leak-
age paths simulating the combustor-vane interface (upstream slot)
and vane-to-vane interface. A detailed description of the endwall
construction has been previously described by Knost and Thole
[5].

The inlet turbulence intensity and length scales were measured
to be 1.3% and 4 cm, respectively. These tests were carried out at
a low turbulence intensity of 1.3% to isolate the effects of
trenches and bumps on endwall adiabatic effectiveness levels. For
every test condition, the dimensionless pressure coefficient distri-
bution was verified to ensure periodic flow through the passages.
Two separate plenums were used to control the coolant flowrate
through the upstream slot and through the film-cooling holes, re-
spectively. The upstream slot flow was assumed to have a dis-
charge coefficient of 0.6, which is the assumed value for a flow
through a sharp-edged orifice, and the blowing ratio was calcu-
lated accordingly. The coolant flowrate through the film-cooling
holes was set based on an average ideal blowing ratio. This blow-

Table 1 Geometric and flow conditions
Scaling factor 9
Scaled up chord length (C) 59.4 cm
Pitch/chord (P/C) 0.77
Span/chord (S/C) 0.93
Hole diameter (D) 0.46 cm
Hole L/D 8.3
Re;, 2.1X10°

Inlet and exit angles
Inlet and exit Mach numbers

0 deg and 72 deg
0.017 and 0.085

Inlet mainstream velocity 63 m/s
Boundary layer thickness/span (/) 0.18
Displacement thickness/span (5°15) 0.025
Momentum thickness/span (6/S) 0.020
Upstream slot width 0.024C
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ing ratio was based on an inviscid calculation through the holes
and the inlet mainstream velocity. It should be noted that an av-
erage discharge coefficient was not assumed to set the coolant
flow through the film-cooling holes as it varies from hole to hole.

Instrumentation and Temperature Measurements. A FLIR
P20 infrared camera was used to spatially resolve adiabatic wall
temperatures on the endwall. Measurements were taken at six dif-
ferent viewing locations to ensure that the entire endwall surface
was mapped. The camera was placed perpendicular to the endwall
surface at a distance 55 cm from the endwall. Each picture cov-
ered an area 24 X 18 cm? with the area being divided into 320
X 240 pixel locations. The spatial integration of the camera was
0.715 mm (0.16 hole diameters). Thermocouples were also placed
on the endwall surface at different locations to directly measure
the temperature to postcalibrate the infrared images. For the post-
calibration, the emissivity was set at a constant value of 0.92 and
the background temperature (~45°C) was adjusted until the tem-
peratures from the infrared camera images were within 0.05°C of
the corresponding thermocouple data. Six images were taken at
each of the viewing locations to obtain an averaged picture using
an in-house MATLAB program. The same program was also used to
assemble the averaged pictures at all locations to give a complete
temperature distribution along the passage endwall.

Freestream temperatures were measured at multiple locations
along the pitch and the average was determined by using a ther-
mocouple rake consisting of three thermocouples along the span.
It was found that the variations along the pitch were less than
0.2°C and that along the span were less than 1.5°C. Voltage
outputs from the thermocouples were acquired by a 32 channel
data acquisition module that was used with a 12 bit digitizing
card. The temperature data were compiled after the system
reached steady state.

A 1D conduction correction as described by Ethridge et al. [16]
was applied to all adiabatic effectiveness measurements to ac-
count for conduction losses through the endwall surface. The con-
duction correction was applied by measuring the endwall surface
effectiveness with no blowing through the film-cooling holes. This
was done by blocking the film-cooling holes on the endwall pas-
sage under study while maintaining similar flowrates through the
adjacent passage to ensure the correct boundary condition under
the endwall. At the entrance to the flow passage for a measured
value of 7=0.9, a correction of 0.16 was typical while along the
pressure side for a measured value of 7=0.1, a correction of 0.03
was applied.

Experimental Uncertainty. An uncertainty analysis was per-
formed on the measurements of adiabatic effectiveness and blow-
ing ratio using the partial derivative method described at length by
Moffat [17].

For adiabatic effectiveness measurements, the precision uncer-
tainty was determined by taking the standard deviation of six mea-
surement sets of IR camera images with each set consisting of six
images. The precision uncertainty of the measurements was
*0.014°C. The bias uncertainty was =1.0°C based on the uncer-
tainty in the IR camera measurements specified by the manufac-
turer. The bias uncertainty of the thermocouples was =0.5°C as
specified by the manufacturer and the bias uncertainty associated
with the digitizing card was =0.35°C. Then, the total bias uncer-
tainty of the temperature measurement due to the thermocouple
and the digitizing card was calculated to be =0.61°C. The total
uncertainty was then calculated as =1.02°C for the images and
*0.62°C for the thermocouple measurements. Uncertainty in ef-
fectiveness 7 was found based on the partial derivative of 7 with
respect to each temperature in the definition and the total uncer-
tainty in the measurements. Uncertainties in adiabatic effective-
ness were calculated to be dny=*=0.032 at a » value of 0.2 and
dn==*0.033 at a » value of 0.9.

To calculate the uncertainty in blowing ratio, the uncertainties
associated with the pressure transducers, the Pitot probe, and the
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Fig. 5 Contours of adiabatic effectiveness comparing the
baseline case at different blowing ratios

thermocouples were taken into account. The pressure transducer
had a total uncertainty of =0.13 Pa and the pitot probe which was
used to measure the inlet mainstream velocity had a total uncer-
tainty of =0.22 Pa. The total uncertainty of the thermocouples as
explained earlier was =0.62°C. The uncertainties in blowing ratio
were then calculated to be dM = +0.045 at a value of M=0.5 and
dM=*0.052 at a value of M=3.0.

Discussion of Results

As mentioned previously, the baseline case was measured on a
smooth endwall surface. baseline tests were carried out at six
film-cooling blowing ratios varying from M=0.5 to M=3.0, as
shown in Fig. 5. A flowrate corresponding to an inlet blowing
ratio of M;,=0.3 was set through the upstream slot for all the tests.

It can be seen from the contours in Fig. 5 that at low blowing
ratios, the adiabatic effectiveness levels are higher on the suction
side of the endwall than on the pressure side. This is because of
the lower static pressure on the suction side, which enables more
coolant to exit the cooling holes near the suction side. With an
increase in blowing ratio up to M =2.0, there is a gradual increase
in effectiveness levels along the pressure and suction sides. A
further increase beyond M =2.0 results in an increase in effective-
ness levels on the pressure side with subsequent decrease on the
suction side when compared to the lower blowing ratio. It can also
be seen that at higher blowing ratios, there is a reduction in effec-
tiveness levels just downstream of the cooling holes. At high
blowing ratios, the coolant jets are associated with high momen-
tum resulting in jet lift-off from the surface. It is also seen that at
these high blowing ratios, the adiabatic effectiveness levels in-
crease near the vane-endwall junction. The adiabatic effectiveness
levels also increase because of the horseshoe vortex formed at the
leading edge, which pulls the coolant injected into the mainstream
flow back to the surface. As a result, the adiabatic effectiveness
levels increase at the vane-endwall junction along both the pres-
sure and suction sides.

Figure 6 compares the lateral average effectiveness (7) at vary-
ing blowing ratios for the baseline case. Adiabatic effectiveness
values were laterally averaged in the streamwise (X direction),
direction as shown in Fig. 1. Figure 1 also shows the stagnation
location along the pitch where Y/D=0. Lateral averaging was
calculated for two areas on either side of the stagnation location;
suction side extending from Y/D=0 to Y/D=-25 and pressure
side extending from Y/D=0 to Y/D=10 (refer to Fig. 5). For
calculating the lateral average, the area under consideration was
divided into many small divisions starting at different pitch (Y/D)
locations. The adiabatic effectiveness values were then averaged
along each of these divisions to give the laterally averaged adia-
batic effectiveness along the pitch. Note that lateral averaging was
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Fig. 6 Lateral average effectiveness plots of the baseline case

carried out for the same vane surface length of x/S=0.15 along
the suction and pressure sides from the vane stagnation.

From Fig. 6, it can be seen that for blowing ratios from M
=0.5 to M=2.0, the effectiveness levels increase on the suction
side until Y/D=-10. Any subsequent increase in blowing ratio
caused an increase on the pressure side and a decrease on the
suction side. It is interesting to note that at a blowing ratio of
M =2.0, the effectiveness levels are the highest on the suction side
as well on the pressure side when compared to other blowing
ratios. The formation of peaks and valleys in the lateral average
plot clearly show that at every blowing ratio, there is a variation in
adiabatic effectiveness levels between the film-cooling holes. The
variation in effectiveness levels is because of the formation of hot
spots as a result of nonuniform coolant spread on the endwall
surface.

The variation in adiabatic effectiveness levels on the suction
and pressure sides can also be studied by comparing their area-
averaged effectiveness (7). Figure 7 compares the area-averaged
effectiveness for the baseline cases at different blowing ratios. An
overall area-averaged effectiveness was calculated for the com-
bined (SS+PS) region by averaging the adiabatic effectiveness
values extending from the suction side to the pressure side
(Y/D=-25 to Y/D=10). Note that lateral averaging was carried
out for the same vane surface length of x/S=0.15 along the suc-
tion and pressure sides from the vane stagnation. The area-
averaged effectiveness of the combined region increases until a
blowing ratio of M=2.0 and then steadies out with any further
increase. By looking at the individual effectiveness levels, on the
suction side, it peaks at M=2.0 and then decreases and plateaus,
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Fig. 7 Area-averaged effectiveness for the baseline geometry
along suction, pressure, and the whole leading edge region

Transactions of the ASME



0
S

=2
Nt

Individual
Trench

==

aH

Baseline

C

s,

Row Trench Bumps

(e

Fig. 8 Contours of adiabatic effectiveness comparing the
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whereas on the pressure side, the effectiveness levels keep in-
creasing with an increase in blowing ratio. So, for the baseline
case with a smooth endwall surface, a blowing ratio of M=2.0
was found to have the highest effectiveness levels.

Effect of Modifying the Film-Cooling Hole Exit. An indi-
vidual hole trench, a row trench, and a bump configuration up-
stream and downstream of the cooling row were tested on a
smooth endwall surface. These modifications were carried out at a
constant coolant flowrate through the upstream slot. It was shown
by Thole and Knost [5] that for a two passage study, the coolant
flow from the upstream slot is an important characteristic to simu-
late given that it provides the correct incoming boundary condi-
tions to the vane cascade. Their study showed that due to second-
ary flows in the vane passage, the coolant flow from the upstream
slot was swept from the pressure side to the suction side, creating
a low adiabatic effectiveness zone around the stagnation region.
They also found that in the presence of leading edge film-cooling
holes, the variation in adiabatic effectiveness levels around the
stagnation region was solely the result of coolant flow from the
film-cooling holes. Hence, it was concluded that the upstream slot
did not influence the comparisons with respect to trenches and
bumps. Note that for these comparisons, the same pressure ratio
was used to set the blowing ratio through the film-cooling holes
for the baseline and the trench and bump modifications.

Figures 8(a)-8(d) compare the contours of adiabatic effective-
ness of the three modified film-cooling hole exit configurations
with the baseline case at a blowing ratio of M =2.0. In this section,
the baseline is compared with the smallest trench depth and bump
height. The smallest trench depth studied corresponded to 0.4D
and the smallest bump height corresponded to 0.5D. Comparing
the individual hole trench (Fig. 8(b)) at M=2.0 to the baseline
case (Fig. 8(a)), it is seen that due to a presence of a vertical wall
at the cooling hole exit, the jets are detached from the surface but
reattach further downstream of the holes. Hence, the adiabatic
effectiveness levels are lower at the exit of the cooling holes. The
row trench in Fig. 8(c) showed the maximum enhancement in
effectiveness levels on the leading edge. The trench walls up-
stream and downstream of the holes allow the coolant to spread
laterally within the trench area, resulting in enhancements in adia-
batic effectiveness levels. It is speculated by Bunker [10] that the
trench walls reduce the typical vortex motion of the coolant jets
and thereby preventing the hot gases from getting pulled under-
neath the coolant jets.

Placing bumps on the smooth surface caused varied results.
From Fig. 8(d), it can be seen that relative to the baseline case, it
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Fig. 9 Laterally averaged adiabatic effectiveness comparing
the effect of trenches and bumps at the leading edge at M
=2.0

lowered the effectiveness levels on the suction side, whereas it
increased the effectiveness levels on the pressure side. Bumps
downstream of the cooling holes deflected the coolant jets off the
surface, thereby lowering the adiabatic effectiveness levels on the
suction side, but caused an increase in effectiveness on the pres-
sure side.

The effects of these modifications are quantified by calculating
the laterally averaged effectiveness downstream of the film-
cooling holes. From Fig. 9, it can be seen that row trench per-
formed the best on the suction and pressure sides. The individual
hole trench and the bumps showed a reduction in adiabatic effec-
tiveness levels from Y/D=-25 to Y/D=-5 and showed an im-
provement in effectiveness levels from Y/D>-5. The lateral av-
eraged effectiveness curves for the baseline and individual trench
seem to coexist with little variation. Their effects at varying blow-
ing ratios can be seen in Fig. 10, which compares the area-
averaged effectiveness for the three modifications. At a blowing
ratio of M=2.0, the area-averaged adiabatic effectiveness of the
trenched hole, bumps, and the baseline coexists, showing that
their overall effectiveness levels downstream of the cooling holes
are the same. Trenches show an improvement over the whole
range of blowing ratios tested with the maximum enhancement at
a blowing ratio of M=2.5.

This initial study was to ascertain which geometry has the
maximum effect on the effectiveness levels at the leading edge.
Trenches showed an overall enhancement in effectiveness levels
and the bumps showed an improvement along the pressure side.
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Fig. 10 Area-averaged effectiveness showing the effect of
trenches and bumps on film-cooling effectiveness

OCTOBER 2008, Vol. 130 / 041013-5

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.5

—e—Baseline I dhn
- 04D S
04 [ --+--0.8D .t R
-0- 1.2D | Xob2n Ry
_.:" :.I e u
0.3 '-",{-D' “
1 v
0.2 -
0.1+
0.0 Loyl Ll Loyl T | L
00 05 10 15 20 25 30 35 4.0
M

Fig. 11 Area-averaged effectiveness showing the effect of dif-
ferent trench depths for the row trench configuration at varying
blowing ratios

The sensitivity of varied bump heights and trench depths to blow-
ing ratios will be presented in the following sections.

Effect of Trench Depths on Adiabatic Effectiveness Levels.
Three different row trench depths corresponding to 0.4D, 0.8D,
and 1.2D were tested on a smooth endwall surface. This study was
conducted to investigate the trench depth sensitivity to adiabatic
effectiveness levels. Figure 11 compares the area-averaged adia-
batic effectiveness of the different trench depths. At the smallest
trench depth of 0.4D, the enhancements in adiabatic effectiveness
levels were seen for all blowing ratios. The adiabatic effectiveness
levels for 0.4D trench increased with increasing blowing ratio up
to a blowing ratio of M=2.5. Upon a further increase in blowing
ratio to M =3.0, the effectiveness levels slightly dropped as a re-
sult of higher jet momentum associated with the coolant flow.

As the trench depth was further increased to 0.8D, higher en-
hancements in effectiveness levels were seen for all blowing ra-
tios. Contrary to the 0.4D trench, the adiabatic effectiveness for
the 0.8D trench depth increased until a blowing ratio of M=2.5,
and then stayed nearly the same with a further increase to M
=3.0. Compared to the baseline, the enhancement in effectiveness
varied from 7=0.24 at M=1.0 to a high value of almost 7
=0.48 at M=3.0.

An increase in trench depth to 1.2D also showed enhancements
compared to the baseline case but the effectiveness levels were
comparatively lower than the 0.8D trench, as seen in Fig. 11.
Also, the effectiveness levels at 1.2D depth were similar or lower
than the 0.4D depth for blowing ratios less that M=2.5 and
showed higher levels only at M =3.0. At a higher depth and low
blowing ratio, the walls of the trench prevent the coolant from
exiting uniformly resulting in lower effectiveness levels. As the
blowing ratio is increased, the jets exit at a higher momentum
making the trench more effective in the spreading of the coolant.
From Fig. 11, it can also be seen that the adiabatic effectiveness
levels for the 1.2D trench follow a different pattern when com-
pared to the 0.4D and 0.8D trenches.

Figure 12 compares the adiabatic effectiveness levels for three
blowing ratios at M=1.0, M=2.0, and M =3.0 for different trench
depths. The downstream edge of the trench forms a wall at the
film hole exit, which forces the coolant to spread laterally within
the trench before convecting over the endwall surface. At a
smaller trench depth of 0.4D, it is seen that with an increase in
blowing ratio, the coolant spreads downstream of the cooling
holes in a more uniform manner until the blowing ratio is high
enough resulting in jet lift-off. At a high blowing ratio of M
=3.0, there is less lateral spreading of coolant within the trench
resulting in a deterioration in effectiveness levels.

An increase in trench depth to 0.8D results in a better lateral
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Fig. 12 Contours of adiabatic effectiveness showing the effect
of varying the trench depth for the row trench configuration at
three different blowing ratios

spread of coolant within the trench as there is less interaction
between the mainstream gases and the coolant than when a set of
axial holes are placed on a flat endwall surface. The contours of
the 0.8D trench show that there are fewer hot spots between the
cooling holes when compared to the 0.4D trench at the same
blowing ratios. It is speculated that with an increase in trench
depth, the vortical nature of the flow leaving the cooling holes at
the exit is less intense preventing the hot gases from getting pulled
down to the surface resulting in a better lateral spread within the
trench. Lateral spreading within the trench causes the coolant to
exit the trench in a more uniform manner onto the endwall sur-
face. When the trench depth is further increased to 1.2D, it is seen
that at low blowing ratios, there is an increase in the coolant
retention within the trench. A higher depth causes a recirculation
of coolant within the trench preventing it from convecting over
the surface. With an increase in blowing ratio, the amount of
coolant spreading onto the surface increases. As this study was
done only until a maximum blowing ratio of M=3.0, it is specu-
lated that the 1.2D trench will perform better at a blowing ratio of
M=3.0 or higher.

The uniform spread of coolant as a result of trenches can also
be seen by comparing the laterally averaged effectiveness at dif-
ferent blowing ratios for the 0.8D trench, as shown in Fig. 13. For
the baseline cases (refer to Fig. 6), the laterally averaged adiabatic
effectiveness levels showed definite peaks and valleys indicating
regions of low effectiveness between the cooling holes. With the
trench, it is seen from Fig. 13 that the height between the peaks
and valleys is smaller and this height becomes smaller as the
blowing ratio is increased, thus indicating a more uniform spread
of coolant over the endwall surface. Also, the 0.8D trench was
found to be the optimum depth from the three trench depths
tested, and the performance is highly sensitive to blowing ratio.

Effect of Bump Heights on Adiabatic Effectiveness Levels.
Three different bump heights corresponding to 0.5D, 0.8D, and
1.2D were also evaluated at the leading edge on a smooth endwall
surface. Figure 14 compares the area-averaged effectiveness for
the varying bump heights with the baseline case. The 0.5D and
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Fig. 13 Lateral averaged effectiveness showing the effect of
the 0.8D trench depth at different blowing ratios

0.8D bumps showed little effect on modifying the adiabatic effec-
tiveness levels downstream of the film-cooling holes. When the
bump height was increased to 1.2D, there was an increase in ef-
fectiveness levels up to a blowing ratio of M=2.0 and a further
increase in blowing ratio resulted in lower effectiveness levels.

The variation in effectiveness levels caused by the 1.2D bumps
can be explained by the adiabatic effectiveness contours shown in
Fig. 15. The increase in blowing ratio results in an increase in
coolant mass flow rate, which in turn increases the effectiveness
levels. At lower blowing ratios of M =0.5 and M =1.0, the jets are
more attached to the surface and they are obstructed by the pres-
ence of the bumps. As a result, the coolant accumulates between
the cooling holes thereby preventing it from spreading down-
stream. As the blowing ratio is increased, it can be seen that there
is less coolant accumulation between the cooling holes. With the
increase in blowing ratio, the coolant injects directly into the
mainstream resulting in the formation of hot spots at the exit of
the cooling holes. At high blowing ratios, the effectiveness levels
further downstream of the cooling holes are higher than at low
blowing ratios as a result of jet reattachment. M =2.0 was found to
be an optimum blowing ratio where there is minimal coolant ac-
cumulation between the cooling holes and more spreading down-
stream of the cooling holes.

The performance of the 1.2D bumps along the pressure and
suction sides at different blowing ratios can be compared using
the laterally averaged effectiveness shown in Fig. 16. Similar to
the baseline study, the bumps performed better on the suction side
at lower blowing ratio, whereas the effectiveness levels were
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Fig. 14 Area-averaged effectiveness showing the effect of
varying bump heights
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Fig. 15 Contours of adiabatic effectiveness showing the effect
of the 1.2D bumps at different blowing ratios

higher on the pressure side at higher blowing ratios. As mentioned
previously, the bumps performed the best at a blowing ratio of
M=2.0.

Summary of Cooling Enhancements

To summarize the results, Fig. 17 shows the percent increase in
area-averaged adiabatic effectiveness levels as a result of placing
trenches of different depths at the leading edge. Figure 18 shows
the enhancements in adiabatic effectiveness levels as a result of
placing bumps of different heights at the leading edge. Trenches
showed an enhancement for all depths tested, whereas bumps per-
formed better only at higher heights when compared to the base-
line cases.

Trenches typically showed little effect at the lowest blowing
ratio of M=0.5. For a blowing ratio of M=1.0 and higher, the
percent enhancements ranged from 10% to almost as high as 60%.
The enhancement caused by the 0.8D trench was the highest at a
blowing ratio of M =2.5, beyond which there was a small increase
in effectiveness at M=3.0. The 1.2D trench showed a different
trend compared to 0.4D and 0.8D. The cooling enhancement of
the 1.2D trench was similar up to a blowing ratio of M=2.0. At
blowing ratios greater than M=2.0, the 1.2D trench resulted in
higher effectiveness levels than seen at the low blowing ratios.

Contrary to trenches, the bumps at heights of 0.5D and 0.8D
showed very little effect on adiabatic effectiveness levels. Bumps
of height 1.2D showed higher enhancements at lower blowing
ratios and the enhancement levels dropped with an increase in
blowing ratio beyond M =1.0. The maximum enhancement shown
by the 1.2D bump was about 20%. From the baseline study, it was
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Fig. 16 Laterally averaged effectiveness showing the effect of
the 1.2D bump at different blowing ratios
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Fig. 17 Comparison of percent enhancement on area-
averaged adiabatic effectiveness as a result of placing
trenches at the leading edge

seen that without any modification at the leading edge, the maxi-
mum effectiveness was achieved at a blowing ratio of M=2.0. As
bumps and trenches both showed an enhancement, it is important
to see if these modifications at lower blowing ratios can show any
enhancement when directly compared to the baseline case of M
=2.0. This is important as it will ascertain if it will require less
coolant, which in turn will increase the efficiency of the engine.
Figure 19 compares the enhancements resulting from the 0.8D
trench and 1.2D bump relative to a baseline case of effectiveness
achieved at M =2.0. The 0.8D trench and 1.2D bump were chosen
as these were found to show the maximum enhancement for a
particular geometry. For both the trenches and bumps, enhance-
ments were only measured for 1.5<M <2.5 and beyond M =2.5,
only trenches were measured to have a positive augmentation.
Even in this comparison, as previously discussed, the trenches
performed better than the bumps. It needs to be seen whether a
reduction in blowing ratio to M =1.5, showing an enhancement of
only 10-15%, is more favorable than operating at the same blow-
ing ratio of M=2.0 to achieve an enhancement of 35% (trenches).

Conclusions

Measurements of adiabatic effectiveness levels were presented
at the leading edge-endwall junction where cooling is made diffi-
cult by the presence of a horseshoe vortex. In an attempt to im-
prove cooling performance from a row of film-cooling holes
placed near the junction, incorporating bumps and trenches were
evaluated.

Trenches were applied in two different configurations. Indi-
vidual hole trenches and row trenches were evaluated for a range
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Fig. 18 Comparison of percent enhancement on area-

averaged adiabatic effectiveness as a result of placing bumps
at the leading edge
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Fig. 19 Comparison of percent enhancement on area-
averaged adiabatic effectiveness on trenches and bumps when
compared to the baseline case at 1=2.0

of blowing ratios and trench depths. Individual hole trenches
showed very little effect on adiabatic effectiveness levels, whereas
the row trenches showed a considerable enhancement. The 0.8D
trench depth was found to be an optimum relative to the three
depths studied at different blowing ratios. It was also found that
the success of the trench on improving effectiveness levels is
highly sensitive to blowing ratio for a particular trench depth.
Bumps with heights of 0.5D and 0.8D did not produce a major
effect on effectiveness, although a bump height of 1.2D did show
an enhancement of approximately 20% at a blowing ratio of M
=1.0. Overall, this study has shown that it is possible to achieve
improved film cooling at the vane-endwall junction through the
use of small surface modifications near the cooling hole exits.

Acknowledgment

This publication was prepared with the support of the US De-
partment of Energy, Office of Fossil Fuel, and National Energy
Technology Laboratory. The authors thank Mike Blair (Pratt &
Whitney), Ron Bunker (General Electric), and John Weaver
(Rolls-Royce) for their input on the modeling of realistic turbine
features.

Nomenclature

C = true chord of stator vane

D = diameter of film-cooling hole

h = height/depth of trenches and bumps

M = blowing ratio based on inlet mainstream veloc-

ity M=p;U;/ pUs
P = vane pitch; hole pitch
PS = pressure side
Re;, = Reynolds number defined as Re;,=CU;,/ v

S = span of stator vane; total vane surface length

SS = suction side

T = temperature
x = length along the vane surface

X,Y,Z = local coordinates
U = velocity
Greek

n = adiabatic effectiveness, 7=(T—Toy)/ (To—T,)
7 = laterally averaged effectiveness

7 = area-averaged effectiveness

A7y = percent reduction in area-averaged effective-
ness, A7g=[(7efrect= Moase tine)/ Moase tine] X 100

v = kinematic viscosity
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Subscripts
aw = adiabatic wall
¢ = coolant conditions
in = inlet conditions
Jj = coolant flow through film-cooling holes
o = Jocal freestream conditions
E = enhancement
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Prestall Behavior of a Transonic
Axial Compressor Stage via
Time-Accurate Numerical
Simulation

Computational fluid dynamics calculations using high-performance parallel computing
were conducted to simulate the prestall flow of a transonic compressor stage, NASA
compressor Stage 35. The simulations were run with a full-annulus grid that models the
3D, viscous, unsteady blade row interaction without the need for an artificial inlet dis-
tortion to induce stall. The simulation demonstrates the development of the rotating stall
from the growth of instabilities. Pressure rise performance and pressure traces are com-
pared with published experimental data before the study of flow evolution prior to the
rotating stall. Spatial fast Fourier transform analysis of the flow indicates a rotating
long-length disturbance of one rotor circumference, which is followed by a spike-type
breakdown. The analysis also links the long-length wave disturbance with the initiation of
the spike inception. The spike instabilities occur when the trajectory of the tip clearance
flow becomes perpendicular to the axial direction. When approaching stall, the passage
shock changes from a single oblique shock to a dual shock, which distorts the perpen-
dicular trajectory of the tip clearance vortex but shows no evidence of flow separation
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that may contribute to stall. [DOI: 10.1115/1.2812968]

Introduction

Advances in gas turbine engine technology have made possible
the production of highly efficient engines. However, the useful
operating range of a gas turbine engine is limited by the stable
operation of the compressor. The limiting instability can be char-
acterized by either rotating stall or surge. Surge is the zeroth order
planar oscillation mode resulting from overall imbalance of the
entire propulsion system, thus, analysis would have to include full
volume and ducting. This violent system instability may be pre-
ceded by a rotating stall, which sets up alternating stress on the
blades. Rotating stall and surge can cause destructive damage to
engines and should be avoided. Understanding the physical
process of the onset of rotating stall can aid in the design of a
better control method to stabilize the system and enhance engine
performance.

Stall inception has been an active research effort for the past
five decades. The events leading to rotating stall have been tradi-
tionally classified according to two different types of wave distur-
bances moving around the annulus: long-length (modal) and
short-length (spike) waves. Long-length wave disturbances are
those with length on the order of the rotor circumference. This
type of disturbance is caused by the characteristic frequencies of
the compression system. Theories to model the long-length insta-
bility were developed by Moore and Greitzer [1]. The assumption
is that the disturbance length scale is much larger than one blade
pitch, and that the entire blade row can be modeled, both spatially
and temporally, without the knowledge of the detailed flow inside
the blade passages. This approach predicts the existence of long-
length waves leading to stall. McDougall [2] demonstrated the
existence of the modal waves through experiments, and Garnier
et al. [3] supported the validity of the Moore and Greitzer model
with detailed measurements. Unsteady pressure or axial velocity
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measurements from probes placed around the annulus are usually
used to track the development of modal waves. Modal oscillations
often have an axial extent from inlet to exit. It is typically a 2D
(#,x) phenomenon, which is not an early form of stall cell but
instead represents harmonic oscillations of the flow field. It usu-
ally appears when the shape of the total-to-static pressure rise
characteristic becomes horizontal.

The second type of stall inception mechanism is the short-
length, or spike, disturbances. These are disturbances with length
scale on the order of blade passage breadth. Spikes can be viewed
as embryonic stall cells with flow breakdown in local regions
(Camp and Day [4]); it is a 3D phenomenon whose development
depends on the flow structure within the blade passage. A com-
mon scenario for the spike stall inception process is that localized,
3D pockets of instability in multiple blade passages erupt first to
form small-sized multicell rotating stall. These stall cells rotates at
30—85% rotor speed initially and then merge into a single rotating
stall cell within a few rotor revolutions (Day [5]). The final speed
of the consolidated stall cell is nearly half or less of the rotor
speed (Cumpsty [6]). A spike disturbance more frequently occurs
when the slope of the pressure rise characteristic is still negative.
That is, the pressure still rises as the mass flow reduces.

The above discussions indicate that the slope of the pressure
rise characteristic may correlate with the stall inception type.
Spike and mode can also be the different aspects of the stall in-
ception process and can exist in the same machine (Day [5]). Day
indicated that modal waves may be measurable in the machine for
as many as 200 rotor revolutions before stall. A spike disturbance,
on the other hand, once formed, can lead to rotating stall quickly,
usually within a few rotor revolutions.

Numerical simulation using computational fluid dynamics
(CFD) techniques has been shown as an alternative way to ana-
lyze aerodynamic problems and is a complement to experiments
in the understanding of complex flow phenomena. Flow structure
can be examined in detail where experimental measurements are
difficult or impossible. During the past ten years, steady-flow
simulations have provided an increasingly accurate prediction of
the flow up to the point of compressor stall. Attempts to study stall
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through unsteady simulations of a periodic subset of the blades in
a compressor blade row (Hoying et al. [7], Vo et al. [8], Davis and
Yao [9]) or through reduced-order unsteady-flow models (Gong
et al. [10]) have reached valuable findings of the flow structure
leading to stall. However, since the temporal flow field variations
that occur during stall inception are not harmonics of blade pass-
ing frequency, a full-annulus model should be used to remove the
constraint of the periodic model in order to study the transition
from a steady flow into the unsteady stalling flow, and to resolve
flow features of length scale on the order of the rotor circumfer-
ence. Such simulations have been done two dimensionally (He
[11], Saxer-Felici et al. [12]), but stall and the instabilities leading
to stall are inherently three-dimensional phenomena. Predicting
stall phenomena may thus require three-dimensional unsteady
full-annulus simulations, which is a daunting computational en-
deavor requiring considerable computational resources. Due to the
rapid advance of high-performance computing in the past decade,
advanced CFD codes have benefited from the almost-unlimited
computing potential of parallel computing. Recently, Chen et al.
[13] demonstrated the ability to conduct a full-annulus 3D un-
steady computation of an entire compressor stage while Hah et al.
[14] also conducted a full-annulus 3D computation of an isolated
rotor. This trend indicates that large-scale simulation using paral-
lel computing is within reach.

Previous comparisons of the time averages of unsteady phase-
lag and partial annulus predictions to measurements have shown
the validity of the TURBO code to capture the 1D and 2D charac-
teristics of this compressor (Hathaway et al. [15]). The intent of
this work is to use the available experimental data to provide
assessment of the code and to show evidence that the computa-
tional model reasonably captures the inherent behavior of com-
pressors as they are throttled into stall. It is recognized that some
features of the actual tested compressor are not captured by the
computational model, for example, the leakage gap at the rotor/
stator hub interface, the actual blade tip profile, and the geometry
of the upstream and downstream ducting between the plenum and
throttle valve locations. Although these features might influence
the actual compressor stall, they are not considered requisite to
understanding fundamental stall inception characteristics.

Axial Compressor, Stage 35

NASA research single-stage compressor Stage 35, representa-
tive of the advanced transonic core compressor, is used in this
investigation. A schematic of the compressor test rig and compres-
sor geometry is provided in Fig. 1 and the design parameters are
provided in Table 1. Stage 35 produces 1.8 total pressure ratio at
a mass flow rate of 20.2 kg/s at the design speed of 17,189 rpm.
Details of the Stage 35 geometry, operating conditions, and the
experimental results are provided by Reid and Moore [16].

Relevant Experimental Work

Time-resolved pressure measurement of Stage 35 near stall was
reported by Bright et al. [17]. The experiment was performed at
85% design speed. Several configurations, including a clean-inlet
case, were reported in that paper. For the interest of this study we
will focus on the clean-inlet case. The compressor was transi-
tioned into stall using a continuous throttle maneuver. Time-
resolved pressure was recorded by high-frequency-response trans-
ducers at eight locations equally spaced around the annulus.
Figure 2 reproduces the pressure traces of the clean-inlet case for
180 revolutions prior to stall reported in that paper (the original
data are not available to us). Based on the pressure disturbance,
Bright et al. [17] commented that the compressor with the clean-
inlet stalls due to modal instabilities, and at 40 revolutions before
stall, there appear to be spikes on top of the modal wave. They
concluded that, “This indicates that our high-speed stage under
normal stalling condition is considered a ‘modal’ machine, since
modal instabilities dominate the pre-stall behavior with some
added pip instabilities present just before stall.”
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In the following, we take a closer look at these experimental
data. The shapes of the modal disturbances indicated in Fig. 2
resemble sinusoidal waves with a temporal period of ten rotor
revolutions. The speed of the modal disturbances, as indicated by
the slope of Line A, connecting the peaks of the pressure wave, is
zero. This indicates that the modal disturbance is caused by axi-
symmetric longitudinal system disturbances. The system includes
all ducting and volumes of the experimental facility. This modal
disturbance is the surge mode that oscillates at a frequency of 10%
rotor speed—equivalent to the ten rotor revolutions period it cov-
ers. Unlike a typical rotating modal wave, the surge mode does
not rotate. The surge mode is a compression system wide reso-
nance that cannot be modeled with the current simulation because
the computational grid does not include the ducting of the test
facility, which is quite substantial, as shown in Fig. 1.

As the compressor throttles closer to stall at about ten revolu-
tions before stall, there is a secondary disturbance, much like a
spike in the time scale of Fig. 2. Looking more closely, this sec-
ondary disturbance covers a circumferential distance of one rotor
circumference, as indicated in the enlarged image. It sits on top of

Table 1 Design parameters of Stage 35
Rotor rpm at 100% speed 17,188.7
Tip speed (m/s) 454.456

Hub/tip radius 0.7

Rotor aspect ratio 1.19
Stator aspect ratio 1.26
Number of rotor blades 36
Number of stator blades 46
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Fig. 2 Experiment pressure traces for clean inlet, 85% design
speed, Stage 35, Bright et al. [17]

the surge mode and rotates around the annulus at about 80% rotor
speed, indicated by Line B. Because the length scale of this dis-
turbance is the entire annulus, which is much larger than that of a
typical spike, it is classified as a mode. For discussions in the rest
of the paper, this rotating long-length disturbance is also referred
to as a rotating modal disturbance. This long-length disturbance is
followed by the eventual flow breakdown. Due to the picture qual-
ity, we are unable to discern the transition between the start of the
rotating long-length disturbance and the final breakdown. The
long-length disturbance has a length scale of one rotor circumfer-
ence. The rotating long-length disturbance, because of its length
scale, can only be resolved by a full-annulus simulation.

The simulation reported in this work is part of an overall effort
to examine steady tip injection stall flow control for Stage 35 at
design speed with the clean inlet. As such, the simulation was
conducted at design speed. To our knowledge, there are no pres-
sure trace data available at design speed as that shown in Fig. 2.
Therefore, we will use the 85% speed case to compare with the
simulated results. While the speeds are different, the two cases are
both transonic compressors and share common features as we ex-
plore the flow behavior prior to stall. The experimental character-
istics at 85% and 100% speeds are compared in Fig. 3. Both cases
stall at the peak of static pressure rise. More importantly is that
their slopes near stall are similar. These similarities justify the use
of the 85% speed case for comparison.

Numerical Methodology

TURBO is a physics-based simulation tool for multistage turbo-
machinery. The solver computes the fluid conservation laws with-
out ad hoc modeling of any flow phenomenon other than models
required for turbulence. This code solves the unsteady Reynolds-
averaged Navier—Stokes equations and a decoupled k-& turbulence
model. The code is implemented in a portable, scalable form for
distributed-memory parallel computers using message passing in-
terface (MPI). The parallel implementation employs domain de-
composition and supports general multiblock grids with arbitrary
grid-block connectivity. The solution algorithm is a Newton itera-
tive implicit time-accurate scheme with characteristics-based
finite-volume spatial discretization. The Newton subiterations are
solved using a concurrent block-Jacobi symmetric Gauss—Seidel
(BJ-SGS) relaxation scheme. Because all of the fundamental fluid
mechanics are computed, the code is capable of capturing the
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Fig. 3 Comparison of characteristics at 85%, Bright et al. [17],
and 100%, Weigl et al. [27], speeds, Stage 35

nonlinear characteristics of the flow fields of interest. With the
actual modeling of blade rows in relative motion, this code is
capable of computing the unsteady interactions between blade
rows. Details of the flow solver can be found from Chen and
Whitfield [18]. The approach to parallelization for large-scale,
complex problems is discussed by Chen and Briley [19]. In the
following, we discuss several issues applied to the code in the
simulation of rotating stall.

Full Compressor Stage Simulation. The intent to simulate the
inception and maturation of long-wavelength circumferential
modes, with wave numbers as low as unity, requires full-annulus
simulations. A time-accurate sliding interface (Chen and Barter
[20]) is implemented, in which pressure waves in all directions
(axial, radial, and circumferential) are passed unaltered between
the rotor and the stator. This attribute is necessary to examine the
temporal and spatial responses associated with blade row interac-
tion during stall inception.

Inlet Boundary Condition. An isentropic inlet condition
(Chen and Whitfield [18]) is applied, where the spanwise total
condition is prescribed. This boundary condition preserves the up-
stream total conditions at test facility level but can potentially
reflect outgoing pressure waves back to the computational
domain.

Exit Boundary Condition. The traditional choice of exit
boundary for stable flow is the radial equilibrium condition. This
boundary condition uses a preset exit static pressure. In near-stall
or during-stall conditions, compressor pressure rise drops and a
preset exit pressure cannot match the pressure drop. In this study,
we relieve the situation by the use of a “choked” throttle model
that specifies corrected mass flow at the exit. This boundary con-
dition allows variation of exit static pressure to match the com-
pressor exit mass corrected to the exit total condition.

Tip Clearance Model. The tip gap was modeled by the tip
clearance model of Kirtley [21]. This model ensures the conser-
vation of mass and momentum through the tip gap without the
need of a tip clearance grid. A gridding strategy suggested by Van
Zante et al. [22] is adopted in this study where ten points are
placed in the tip gap region. Although the detailed physics of the
development of the leakage vortex are not captured, the tip clear-
ance model was considered adequate for predicting the first order
effects of the leakage vortex strength, extent, and direction
(Chima [23]).

Gridding. This compressor stage consists of 36 rotor blades
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Fig. 4 Three-blade-row grid model for the Stage 35 simulation

and 46 stator blades. For the purpose of conducting simulations
with tip injectors in another effort, we built a three-blade-row grid
as shown in Fig. 4. The injector row has 12 injectors (not acti-
vated in this study) that are equally spaced in the circumferential
direction. The grid size of the rotor is 151(x), 71(r), and 56(6)
with 81(x) and 61(r) points on the blade. The grid size of the
stator is 141(x), 71(r), and 79(6) with 81(x) and 53(r) points on
the blade. The rotor tip clearance is 1% of rotor tip chord. The
grids are replicated around the annulus to generate a full-annulus
grid with a total of 67 X 10° grid points. The grid is then parti-
tioned into 328 blocks. The simulations were run on an IBM P4
cluster at NAVO MSRC using 328 CPUs with 24 h (wall clock)
computation time for one rotor revolution. In the simulation of the
development of rotating stall, ten revolutions were needed. Ide-
ally, each operating point should be run at least ten revolutions to
ensure convergence, especially for points close to stall. The time
for each speedline would then be 0.5 10® CPU hours (six oper-
ating points).

Constrained by the computational resources for the full-annulus
simulations, very short upstream and downstream computational
domains were used here. This choice prompts two caveats: (1)
The exclusion of the test facility volume effect prevents the mod-
eling of the surge mode. Any modal activity showing up in the
simulation should be a result of the compound effect of the blades
(both rotor and stator if the interaction of the two matters) and the
limited volume effect present in the ducting of the current grid. (2)
Limiting the axial extent of the computational domain can poten-
tially disrupt long-length modes due to the reflective inlet bound-
ary. Because pressure waves (with length \) decay e™™* through a
distance L, it is preferred to place the inlet boundary away from
the rotor so that pressure waves, especially with long wave-
lengths, decay sufficiently before reaching the inlet. Typically, the
modal instability shows up hundreds of revolutions prior to stall.
Complete simulation of the evolution of such modal instability is
beyond the computational resources available in this study. Our
intent, therefore, is to examine the development of the modal dis-
turbances as they first emerge before reaching the inlet rather than
the complete resolution of the modal stall process. In this aspect,
a shorter upstream domain (2.5 rotor chords) is justified.
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Results and Discussions

The difference of the throttling processes in the simulation and
the experiment is that in the simulation, the exit boundary condi-
tion is changed in discrete steps, while in the experiment, the
compressor transitioned to stall through a continuous throttling
maneuver. In this simulation, a new throttle setting restarts from
the solution of a previous throttle setting. Due to computational
resources, each throttle setting was only run for a few revolutions
before moving to the next. Generally, it was sufficient to reach
convergence within four revolutions while away from stall. As
stall was approached, more (six or more) revolutions were re-
quired to assure convergence.

Stage Characteristics. The computed and experimental char-
acteristics (speedlines) are shown in Fig. 5. The data used in this
figure are the ratio of exit static pressure to inlet total pressure
versus mass rate corrected to inlet total condition. The computed
speedline is generated by incrementally closing the throttle setting
(decreasing exit corrected mass flow) from A to F. The overall
shape of the computed characteristic before stall is similar to the
experimental data, so is the slope of the characteristic near the
peak pressure (throttle Point D). Since the slope of the compressor
characteristic correlates with the type of stall inception, we con-
sider the simulation reasonable to capture the stall inception
mechanisms.

Point D in Fig. 5 is the last stable throttle setting. Points E and
F both restart from Point D and develop into a rotating stall. In
both cases, the exit pressure changes from the peak at D into a
transitional peak and then drops to a much lower level during
rotating stall, as shown in Fig. 6(a). This demonstrates the throt-
tling effect of the corrected mass exit boundary condition by al-
lowing the exit pressure to vary as the flow condition changes.
The pressure ratios shown in Fig. 5 for E and F are the transitional
peak pressures before entering rotating stall. Point D" is the ap-
proximate stall point from the experiment. The actual simulated
stall point should occur between D and E. The actual stall point
depends on many issues, such as tip clearance height, deviation of
real blade geometry from designed geometry, as well as the type
of turbulence modeling in the numerical simulation. These details
may not be correctly represented in this simulation. Even though
the exact stall point is important, for the intent of this study, the
simulation is considered adequate to examine the general physical
trends leading to stall.

In the following sections, we first present the entire evolution of
the rotating stall as the throttle setting changes from D to F. This
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Fig. 6 Pressure and mass variation during rotating stall at
throttle Setting F: (a) Pressure (b) mass flow

is followed by a closer examination of the prestall flow develop-
ment from D to E, with E being closer to the stable point D.

Evolution of the Rotating Stall. This result was reported by
Chen et al. [13] and is outlined here for completeness. The rotat-
ing stall was captured by the time variation of static pressure at
eight pressure transducers circumferentially spaced upstream of
the rotor. The probes are located 44% chord upstream of the rotor
leading edge at 98% span. The circumferential locations are
10 deg, 70 deg, 100 deg, 160 deg, 190 deg, 250 deg, 280 deg,
and 340 deg. The history of pressure variations are shown in Fig.
7, in which the pressure levels are offset by the probe circumfer-
ential locations. Because the volume effect is not modeled in the
simulation, the pressure disturbance of Fig. 7 should be viewed as
a filtered version of Fig. 2 by removing the surge mode
oscillations.

Small, periodic pressure variations caused by the rotor blade
passing, as indicated by the thickness of the curves, are present in
all curves of Fig. 7. A smooth disturbance is visible at t=0.7T
(T=time for one rotor revolution) traveling at full rotor speed.
This disturbance, analyzed in further detail later, has a length scale
of one rotor circumference, thus is classified as a modal distur-
bance. The rotating modal disturbance continues to grow in mag-
nitude but the speed slows to 84% rotor speed in approximately
one revolution. After 27, it transforms into several spike distur-
bances around the annulus, each with a smaller length scale of a
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Fig. 7 Time history of static pressure variation at eight loca-
tions around the annulus located 44% chord ahead of the rotor
of Stage 35, throttling Setting F

few blade passages. The spike disturbances then grow in magni-
tude and slow down to 43% in four revolutions. Inlet and exit
mass flow histories during the same period are shown in Fig. 6(b),
in which the mass flow remains relatively flat in the first two
revolutions at 18 kg/s before it drops sharply and sustains large
variations of 14% of the peak mass flow.

In Figs. 8 and 9, the entropy on a surface of revolution near the
casing is shown at two instants in time. The full-annulus surface is
illustrated by two half-annulus surfaces. At r=3.87, Fig. 8, the
early phase of the stall inception, three separate high entropy (red
color) regions can be seen, with the axial extent covering from
one chord upstream to aft of the stator leading edges. The radial
extent of the stall cell is shown in the axial cut plane at 16% chord
before the rotor, where the high entropy region shows the stall cell
extending about 30% span from the casing. At rt=107, Fig. 9, the
stall cell evolves into the final stage as its rotating speed becomes
stabilized. The three-cell stall has merged into a single-cell stall
with the axial extent covering all the way from the inlet of the
computation domain to aft of the stator trailing edge. The radial
extent of the stall cell has now extended about 70% span from
casing.

The evolution of the simulated rotating stall cell is similar to
the spike stall inception mechanism commonly observed in that
localized, three-dimensional pockets of instability in multiple ro-
tor passages break up to form the initial phase of a rotating stall
cell, usually with several small-sized stall cells. These small stall
cells move fast at the beginning and then merge into a single
rotating stall cell within a few revolutions before slowing down to
about half of the rotor speed as the rotating stall becomes fully
developed.

In the previous section, we gave a brief description of the over-
all evolution of the rotating stall using throttle Setting F. In the
following sections, we will examine the process that leads to the
initial flow breakdown, i.e., the stall inception process. Restarting
from the stable solution of D, the simulation was repeated with
throttle Setting E, the mass flow history during the transition from
D to E is shown in Fig. 10. The simulation shows that after four
revolutions from restart, the mass flow starts to decrease, leading
to the rotating stall. Three time stamps marked E1 (1.77),
E2 (3.27), and E3 (4.37) will be referenced in the following
discussions.

Development of Long-Length Disturbance. Both experimen-
tal (Spakovszky et al. [24] and Suder et al. [25]) and computa-
tional studies (Chen et al. [13], Davis and Yao [9]) indicate that
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Fig. 8 Entropy of Stage 35 during stall inception, {=3.8T: Left
half annulus and right half annulus, 16% chord upstream of
rotor leading edge

the rotating stall of this compressor initiates in the rotor tip region,
so the analysis will focus on the rotor tip. Instantaneous pressure
profiles around the annulus near the rotor tip leading edge are
shown in Fig. 11. The three curves correspond to different phases
at throttle Settings D and E during the transition from stable op-
eration to stall (Fig. 10). Phase 1 is the last stable point before
stall, which will be used as the base line for comparison. Phases 2
and 3 are the same throttle Setting E, but at two different instants:
one before stall (Time E1) and the other at the beginning of stall
(Time E2). Spatial fast Fourier transforms (FFTs) of the pressure
profile are shown in Fig. 12. The most dominant harmonic is the
36th mode (its magnitude is at least one order of magnitude larger
than those of others), which corresponds to the number of rotor
blades. This disturbance is caused by the periodic flow features
between blades and thus has the length scale associated with the
rotor blade pitch. Not shown here is the strength of the 46th mode,
which is negligible. This indicates that the influence of the stator
on the potential field at rotor leading edge can be ignored. There-
fore we will focus the study only on the rotor.

Modal disturbances, if any, should exist in the low harmonics
with longer wavelengths that are on the order of the rotor circum-
ference. At Phase 1 (D), only the 36th mode prevails. This indi-
cates that when away from stall, the only disturbance to the oth-
erwise uniform annulus flow is that from the periodic rotor
passing and there is no modal activity. At Phase 2 (Time E1), the
early phase of the rotating stall, there exists an identifiable 1st
mode along with the 36th mode. There are also weaker but iden-
tifiable modes between the 1st and 36th modes. As the simulation
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Fig. 9 Entropy of Stage 35 during stall inception, t=10T: Left
half annulus and right half annulus, 16% chord upstream of
rotor leading edge

proceeds, bringing the compressor even closer to stall at Phase 3
(Time E2), the magnitude of the first mode increases even more.
The magnitudes of the modes in between remain relatively similar
to those in the previous two phases but fluctuate over the spec-
trum. The only mode that grows persistently during the prestall
phase is the first mode. This disturbance rotates at 100% rotor
speed. This observation is the same as that of throttle Setting F,
where the speed of rotating mode is indicated in the pressure
history of Fig. 7. This finding is similar to the experiment (see Fig.
2) in that the one rotor circumference disturbance, which sits on
top of the surge mode (not modeled in this simulation), starts to
rotate at 80% rotor speed right before stall. It suggests perhaps
that the simulation is adequately modeling the one rotor circum-
ference modal disturbance before the compressor enters rotating
stall.

A possible explanation of the origin of the first mode can be
derived from the following observations: (1) While the grid in our
simulation does not include the complete ducting system, it does
include the limited ducting that contains the rotor and the stator.
(2) The speed of the rotating mode is 100% rotor speed; in other
words, the first mode is fixed to the rotor. This makes it likely that
the disturbance is associated with the rotor. The two observations
suggest that the first mode may originate from a compound effect
of the rotor blades and the limited volume effect present in the
ducting of the current grid.

Development of Mode and Spike. To better understand the
development of the first mode and the spike disturbance, we focus
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on the evolution of the flow during the transient right before stall.
Since stall is likely to be associated with the reverse flow (nega-
tive axial flow), we will monitor the development of the negative
axial velocity of the flow during the transition. Figures
13(a)-13(c) illustrate the axial velocity of the stage at three radial
cut planes at the three time instants E1, E2, and E3 during the
transient. The three cut planes are located at 4 clearance heights
(4¢) below casing (Cut plane 1), 1.5 clearance heights (1.5¢) be-
low casing (Cut plane 2), and 0.5 clearance heights (0.5¢) below
casing (Cut plane 3). Figure 13(d) illustrates the front views of
Cut plane 3 at the three time instants. The contours of the axial
velocity have been truncated so that only the negative velocity has
a color. All positive velocities are colored white.

At Time El, Fig. 13(a), about 2.5 revolutions before break-
down, the reverse flow is seen in all rotor passages with a radial
coverage of at least four clearance heights below the casing, as
indicated by the reverse flow being visible on all cut planes. The
rotor reverse flow is formed by the tip clearance vortex flow,
which will be explained in detail later. The boundary and magni-
tude of the reverse flow region depicts the boundary and the
strength of the tip vortex. The patterns of the reverse flow are not
the same in every passage, with the reverse flow zone larger on
the back side of the view (210 deg). This can be readily seen on
Cut planes 1 and 2. The overall shape of rotor reverse flow cor-
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responds well with the harmonics of Fig. 12 in that the 1st mode
coexists with the 36th mode. The speed of the Ist mode is the
same as that of the 36th mode, both rotate at the rotor speed. The
flow at this phase has already shown the instability.

At Time E2, by comparing the front view of Cut plane 3 at
Times E1 and E2 [Fig. 13(d)], we see that the front boundary of
the reverse flow moves forward and becomes perpendicular to the
axial direction. The magnitude of the negative velocity at Time E2
is also higher than that at Time E1 as is shown by more green
spots at Time E2. This is consistent with the short-length stall
inception mechanism described by Hoying et al. [7] that spike
stall initiates when the tip clearance vortex trajectories align per-
pendicularly to the axial direction. The larger reverse flow zone
now rotates to the front side of the view (0 deg), Fig. 13(b), better
seen on Cut planes 1 and 2. Also seen on the two cut planes is the
appearance of reverse flow in the stator. Different from the reverse
flow in the rotor, which is caused by tip clearance vortex, the
stator reverse flow is caused by suction surface flow separation.

At Time E3, 1.1 revolutions after Time E2, the flow formally
enters the rotating stall. A zone of extended reverse flow covering
five rotor passages can now be seen in the front view of Cut plane
3 (330 deg) in Figs. 13(c) and 13(d). This zone sits in the middle
of the less extensive reverse flow characterized by the green col-
ored tip clearance flow on Cut plane 3. This less extensive reverse
flow correlates with the first mode. The five-passage reverse flow
zone initiates a spikelike disturbance on top of the first mode and
finally leads to the rotating stall.

Further analysis of the simulation also indicates the correlation
between the first mode disturbance of axial momentum and the
appearance of spike. The circumferential profile of the axial mo-
mentum near the rotor tip leading edge is low-pass filtered to
remove high-frequency noise so only the first mode stays. Figure
14 shows the results at Times E1, E2, and E3. The magnitude of
the first mode disturbance grows from El to E3 as it rotates
around the annulus. The locations of the trough of the waves
(marked in Fig. 14) are where the flow has the lowest axial mo-
mentum. These locations match the regions of the larger reverse
flows in all three cut planes mentioned previously. This is consis-
tent with the observation of Day [5] that spikes can grow out of
the trough of the axial velocity modal waves if critical incidence
is reached.

As we pointed out before, it is difficult to discern the actual
transition from the rotating modal wave to the start of the rotating
stall in Fig. 2. The simulation provides the details to complement
the experiment. It is demonstrated here that a spike of five pas-
sages long does occur. It evolves smoothly out of the rotating
mode and eventually leads to the breakdown (rotating stall).

OCTOBER 2008, Vol. 130 / 041014-7

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A/

TASS AN

. ////////.
,/<\\\\\\\\\\\.,
-'/”(\\\\\ V) \\’\"_»

(\(\\*\\\i‘**ﬁ /

(reqrl!

SAARNLTYS

A\

\
\
A
N\
N
X
s

J/

not normal

to axial %
\f
) 4

4

Fig. 13 Negative axial velocity at three cut planes, three time instants: (a) Time E1 (2.5T before rotating stall), (b)
Time E2 (beginning of rotating stall), and (c) Time E3 (during rotating stall); Left to right, cut plane 1 (4¢), cut plane
2 (1.5¢), cut plane 3 (0.5¢). (d) Left to right, front views of cut-plane 3 (0.5¢) at three time instants, E1, E2, and E3,
negative axial velocity.

Interaction of Shock and Tip Clearance Flow. Interaction noted by Day [5], short-length spikes can be viewed as embryonic
between the tip clearance flow and shock in transonic compressor  stall cells with flow breakdown in local regions; it is a 3D phe-
has been cited as one of the initiators of spike disturbance. As nomenon. Computational simulations using a single blade passage
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to study the effect of the tip clearance flow on the onset of stall
were reported by Adamczyk et al. [26]. One generally agreed
conclusion is that the tip clearance vortex moves forward from
stable to stall condition. Using vortex kinematics arguments, Hoy-
ing et al. [7] developed a criterion for stall inception when the
trajectory of the tip clearance vortex becomes perpendicular to the
axial direction. Vo et al. [8] also demonstrated that stall inception
is most likely accompanied by the forward spillage of tip clear-
ance vortex. One might ask the following: How does the shock
interact with the tip clearance flow? Does the shock directly cause
flow separation that may contribute to the stall inception?

To answer these questions, we take a closer look at the flow
within the rotor passage. A comparison of pressure contours near
the casing between the stable and near-stall (Time E1) conditions
is made in Fig. 15. In the stable condition, the pressure fields in
the two passages shown are almost identical. There exists a dis-
tinguishable attached oblique passage shock, which originates
from the leading edge of the rotor blade and extends across the
passage to 80% chord on the suction surface of the adjacent blade.
At Time El, the pressure fields between passages are no longer
identical. Even though the flow structure is not identical among

oblique shock

(@)

Fig. 15 Pressure contour near casing: (a) Stable condition
and (b) near-stall condition (Time E1)
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(@) (b)

Fig. 16 Streamlines forming the tip clearance vortex: (a)
Stable condition and (b) near-stall condition (Time E1)

passages, there is still similarity between them before the flow
breakdown. We will discuss the common features that are generic
for the rotor passages before stall. Examining the pressure field at
Time El, we see that the single attached oblique shock now
changes to a more complicated dual-shock system: A strong de-
tached shock followed by a weaker secondary shock. The strong
detached shock, together with the stagnant flow around the lead-
ing edge, creates a high pressure region near the leading edge of
the pressure surface. The pressure outside this area is relatively
low until aft of the secondary shock where the pressure level rises
again to fill uniformly between the blades.

Streamlines forming the tip clearance vortex for both stable and
near-stall (Time E1) conditions are shown in Fig. 16. The pressure
contour near the casing is overlaid in the background to help the
discussion. First, take a look at the stable condition. Only the
forward 15% portion of the tip clearance flow emerges to form the
core of the tip clearance vortex. The trajectory of the tip clearance
vortex is not perpendicular to the axial direction. The oblique
shock intersecting the vortex only slightly alters the shape of the
vortex. The vortex moves away from the pressure surface of the
adjacent blade without impinging it.

At the near-stall condition (Time E1), Fig. 16(b), the core vor-
tex, again formed by the forward 15% of the tip clearance flow,
now moves forward. The center portion of the vortex trajectory
becomes perpendicular to the axial direction. This trend follows
well with the stall inception criterion of Hoying et al. [7]. How-
ever, the shape of the vortex trajectory is first pushed backward by
the high pressure near the pressure surface leading edge and then
forward by the high pressure behind the secondary shock as it
proceeds downstream. This distortion of the vortex trajectory is
caused by the dual-shock system. The criterion of Hoying et al.
[7], developed for low-speed machines, still holds for areas not
affected by the dual shock. It is unclear whether or not the dis-
torted vortex can accelerate the flow breakdown, but it is clear that
the distortion occurs as the flow is close to stall with the existence
of the dual shock.

Flow is likely to separate due to the shock-boundary layer in-
teraction, in which the low momentum flow in the boundary layer
is subjected to the sudden pressure rise across the shock. Thus, it
is of interest to examine whether shock-induced flow separations
occur in the simulation. There are two possible locations for flow
separation in the rotor passage: One is on the suction surface and
the other is on the casing surface. By examining the streamlines in
Fig. 16, we rule out the suction surface separation. To search for
the casing separation, the velocity vector in the meridional view is
examined. Figure 17(a) shows such a plane 30% pitch off the
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Fig. 17 Velocity vector on a meridional plane 30% pitch off
pressure surface: (a) Stable condition and (b) near-stall condi-
tion (Time E1)

pressure surface. There is no observable reverse flow in this view.
This indicates that the vortex moves straight downstream and that
the flow remains attached to the casing. At Time El, the reverse
flow associated with the distorted vortex can be seen in Fig. 17(b).
The velocity vector shows that the flow reversal occurs beneath
the casing and is caused by the organized spiraling fluids of the
distorted vortex. There is no indication of casing separation at this
instant. The cross section of the vortex, however, is larger than the
stable condition. This also shows that the negative axial velocity
of the rotor flow shown in Fig. 13 is caused by the spiraling fluids
of the tip clearance vortex and has no association with casing or
blade separation. With the above observations, we conclude that
there is no shock-induced separation in this during the stall
inception.

As the compressor proceeds more into stall between Times E2
and E3, the flow breaks down, i.e., the mass flow rate through the
compressor is declines. The reverse flow in a few passages com-
bines to form the large blockage as shown in Figs. 13(b) and
13(c), which in turn expels flow to adjacent blades. The blockage
creates the spike-type disturbance over a few passages. The ex-
pelled flow entering the adjacent blade passages brings in extra
axial momentum to the casing areas of these passages. The addi-
tional axial momentum behaves like tip injection, which reduces
rotor incidence levels, relative to Time E1. The vortex shape and
shock structure of two passages at Time E2 are compared in Fig.
18. Figure 18(a) is a passage where the spike occurs. The shape of
the vortex trajectory and shock structure is similar to those at
Time El1, Fig. 16(), only that the vortex continues to grow and
the high pressure behind the detached shock pushes the vortex
backward so the trajectory moves away from being perpendicular
to the axial direction. Spillage of tip clearance forward of the
leading edge can be seen in Fig. 19(a), where it is colored by the
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|
(a)

Fig. 18 Tip clearance vortex at Time E2: (a) Deteriorating pas-
sage and (b) improving passage

pink stream lines. In the passage where the flow condition im-
proved, as shown in Fig. 18(b), the dual-shock system returns to a
single shock and the vortex trajectory is not distorted. There is no
spillage of the tip clearance flow forward of the leading edge, Fig.
19(D).

Simulation Summary

1. The simulation results of the high-speed axial compressor
Stage 35 provide evidence that the current numerical procedure
may be adequate for predicting the onset of flow instabilities and
their subsequent growth into a fully developed rotating stall. The
simulation results clearly show a full-annulus first mode distur-
bance starting to travel at 100% rotor speed at the peak of the
pressure rise transitioning to a spike disturbance traveling at 84%

(a) (b)

Fig. 19 Tip clearance flow showing spillage over rotor leading
edge at Time E2 (a) spillage in deteriorating passage and (b) no
spillage in improving passage
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rotor speed. This spike disturbance then splits into multiple stall
cells while their speeds reduce. Finally the multiple stall cells
coalesce into a large single stall cell that rotates at 43% of rotor
speed when fully developed. This simulation models the natural
growth of the stall process without the use of an artificial inlet
distortion.

2. As the simulation is throttled to stall, small amplitude long-
length waves of 1st mode and high-order modes between the 1st
and the 36th can be discerned. The magnitudes of the high-order
modes fluctuate but do not grow much during the transition to
stall. The first mode wave, however, persistently grows before
breakdown. A short-length disturbance covering five rotor pas-
sages bursts into a spike like disturbance during the breakdown.
This spike disturbance then grows into a rotating stall.

3. The computed first mode disturbance has a length scale
closely resembling the one rotor circumference disturbance prior
to stall in the experiment. The computed speed of the first mode
disturbance (100% rotor speed) is also similar to the measured
speed (80% rotor speed) of the first mode disturbance from the
experiment, estimated from the results of Fig. 2. The difference is
within the resolution of the picture quality of the published data.

4. The first mode of the axial momentum correlates well with
the appearance of the growing reverse flow. The trough of the
axial momentum matches the region of the larger reverse flow that
leads to the birth of the initial spike.

5. The interaction of the shock and tip clearance vortex is ex-
amined. As the compressor approaches stall, the trajectory of the
tip clearance vortex moves forward to become perpendicular to
the axial direction. The shock system, in the meantime, also
moves forward, changing from an attached oblique single shock to
a dual shock. The pressure field of the dual-shock system distorts
the trajectory of the tip clearance vortex, creating a large reverse
flow region in the distorted vortex. The reverse flow in the rotor is
the outward tip clearance vortex as no shock-induced casing or
blade separation is found.

6. During the flow breakdown, spillage of the tip clearance flow
forward of the rotor leading edge is found in several passages,
where the flow condition is deteriorating. A large blockage region
is formed in the deteriorating passages; this in turn impels flow to
enter into adjacent passages. The influx of fluid momentum in the
adjacent passages improves the flow condition there.

Conclusions

The TURBO code has been applied to the 3D full-annulus simu-
lation of a transonic compressor stage NASA Stage 35 to investi-
gate the flow evolution prior to stall. This simulation does not
include the system volume, and therefore cannot model the surge
mode oscillation that arises from the test facility ducting system.
With the surge mode removed, the stalling flow first takes the
form of a rotating long-length (modal) disturbance; it then
changes into a spike. The spike seems to grow out of the long-
length disturbance and eventually leads to stall. The spike
emerges when the tip clearance vortex becomes perpendicular to
the axial direction and, in some passages, with forward spillage.
The passage shock changes from single shock to dual shock when
approaching stall. The dual shock distorts the trajectory of the
vortex but does not cause flow separation that directly contributes
to the stall. The simulation correlates well with the experiment
data excluding the surge mode. The computational resources in-
volved in conducting such a simulation are prohibitively large at
the time and are not suitable for routine executions. While this is
certainly an issue, the key point is that the simulations of this type
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generate qualitatively and quantitatively accurate flow field data
that can support our understanding and inferences of the unsteady
compressor flow field, including support and interpretation of ex-
perimental work.
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Large Eddy Simulation of Leading
Edge Film Cooling—Part II: Heat
Transfer and Effect of Blowing
Ratio

Detailed investigation of film cooling for a cylindrical leading edge is carried out using
large eddy simulation (LES). The paper focuses on the effects of coolant to mainstream
blowing ratio on flow features and, consequently, on the adiabatic effectiveness and heat
transfer coefficient. With the advantage of obtaining unique, accurate, and dynamic re-
sults from LES, the influential coherent structures in the flow are identified. Describing
the mechanism of jet-mainstream interaction, it is shown that as the blowing ratio in-
creases, a more turbulent shear layer and stronger mainstream entrainment occur. The
combined effects lead to a lower adiabatic effectiveness and higher heat transfer coeffi-
cient. Surface distribution and span-averaged profiles are shown for both adiabatic ef-
fectiveness and heat transfer (presented by Frossling number). Results are in good agree-
ment with the experimental data of Ekkad et al. [1998, “Detailed Film Cooling
Measurement on a Cylindrical Leading Edge Model: Effect of Free-Steam Turbulence
and Coolant Density,” ASME J. Turbomach., 120, pp. 799-807].
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1 Introduction

Detailed knowledge of film cooling flow physics is necessary to
improve cooling efficiency. The dynamics of coolant and main-
stream mixing are dependent on various factors such as mass flux
ratio, mainstream turbulence, angle of injection, and shape of the
coolant hole. Among these factors, investigation of the effect of
mass flux ratio is not only important to obtain the maximum film
cooling effectiveness but also essential to determine the minimum
amount of coolant flow needed for effective surface protection
from hot free stream gases.

Early studies investigated the effects of blowing ratio on flat
plate film cooling, such as the experimental study of Honami and
Shizawa [1], in which the coolant was laterally injected on a flat
plate. Time averaged data of the temperature field were measured
on the cross-sectional planes downstream of the coolant hole.
These data showed the existence of an asymmetric coolant jet,
with mainstream hot gas entrainment occurring from the coolant
jet’s aftside. They observed that mainstream entrainment strength-
ened as the mass flux ratio increased and caused more coolant
lift-off from the surface downstream of the coolant hole, resulting
in lower effectiveness. Mayhew et al. [2] also investigated the
effect of blowing ratio on a flat plate with compound angle of
injection. Their observations on film cooling effectiveness were
similar to that of Honami and Shizawa. They suggested that the
asymmetric counter-rotating vortex pair governs the enhancement
of heat transfer coefficient. In low free stream turbulence, as
blowing increased, the counter-rotating vortex pair became stron-
ger and augmented the heat transfer coefficient.

In another study on flat plate film cooling with streamwise cool-
ant injection, Kaszeta and Simon [3] investigated the transport of
turbulence by measuring the eddy diffusivity of momentum in the
spanwise and cross-stream directions. The primary structure of the
counter-rotating vortex pair appeared to be slightly asymmetric.
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The cross-stream to spanwise eddy diffusivity ratio showed values
up to 2.5, which indicated an anisotropic flow even for the stream-
wise injection. Their results showed that the anisotropy in the
turbulent transport is too complex to be modeled by simple aniso-
tropy models such as the model of anisotropy of Bergeles et al.
[4], although previous studies had shown some success (see Refs.
[5.6]).

The experimental setup of Honami and Shizawa was also simu-
lated by Lakehal et al. [7] and they showed that a standard k-&
model could not predict the flow accurately. Namely, it under-
predicted the lateral coverage of the coolant and the strength of
the vortex pair. A two layer approach was used to resolve the
near-wall region with a one-equation model. However, it led to
overprediction of the strength of the vortex pair, while the lateral
coverage was still underpredicted. Muldoon and Acharya [8] ap-
plied the direct numerical simulation (DNS) method on a flat plate
film cooling flow field to compare the exact and modeled turbu-
lent diffusions. The comparison showed that k- models tend to
overpredict the eddy viscosity. They proposed a damping function
to reduce the eddy viscosity.

Understanding the details of flow physics of flat plate film cool-
ing sheds some light on the phenomenon. However, to investigate
film cooling physics on the blade leading edge, the geometry
should represent the complexity of the region while maintaining
domain simplicity to enable to conduct experimental measure-
ments and numerical simulations. A cylindrical leading edge with
a flat afterbody provides such features. Mouzon et al. [9], Yuki et
al. [10], and Cruse et al. [11] used an experimental setup of a
cylindrical leading edge with three rows of film cooling holes
placed at stagnation and =25 deg from the stagnation line to in-
vestigate leading edge film cooling. Film cooling adiabatic effec-
tiveness measurements were conducted in Refs. [9,11] with a
coolant to mainstream density ratio of 1.8, and heat transfer mea-
surements in Refs. [9,10] were conducted at a density ratio of 1.0.
Additionally, Mouzon et al. [9] used fan-shaped holes in their
study. Despite this difference, results showed that the heat transfer
coefficient increased with increase in the blowing ratio for both
low and high freestream turbulences. At density ratio of 1.8, adia-

OCTOBER 2008, Vol. 130 / 041015-1

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



batic effectiveness increased with increase of blowing ratio, but
the augmentation was not considerable in the presence of high
free stream turbulence.

Ekkad et al. [12] observed that the jet-mainstream interaction
and Frossling number increased with increase of the blowing ra-
tio. Adiabatic effectiveness dropped with an increase in blowing
ratio at a density ratio of 1.0. However, as observed in Refs.
[9,11], at a density ratio of 1.5, an increase in blowing ratio in-
creased the effectiveness.

Azzi and Lakehal [13] observed that applying an isotropic k-&
model to predict leading edge film cooling resulted in an exagger-
ated size of the kidney shape vortex and an underprediction of the
lateral spreading of the coolant. The discrepancies with experi-
mental results grew with increase of the blowing ratio. This prob-
lem arises due to the stronger transport of turbulence in the lateral
direction rather than normal to the wall. They improved their re-
sults by applying a two layer approach, which resolves the near-
wall region with a one-equation DNS based anisotropic model.
However, this method required high grid resolution near the sur-
face and, therefore, their results for the leading edge film cooling
were not as satisfactory as the results for flat plate film cooling.

Based on the limitations and inaccuracies in film cooling simu-
lations with Reynolds-Averaged Navier-Stokes (RANS) models,
an alternative approach to simulate this phenomenon is large eddy
simulation (LES), which resolves the large anisotropic turbulent
scales of the flow field while only modeling the smaller isotropic
scales. The availability of accurate time-dependent results from
LES enables the identification of key elements in the flow physics
and their contribution to film cooling efficiency.

2 Objective of the Study

LES is proposed to investigate the leading edge film cooling
flow. The primary goal is to achieve a thorough understanding of
the film cooling dynamics with the temporal resolution provided
by LES. In particular, identifying coherent structures and their
role in driving the hot gas entrainment is of interest. Since all
previous numerical studies at the leading edge have applied
RANS models to simulate the flow field, this investigation is the
first to report on the dynamic flow structures that are not resolved
with the same clarity in steady simulations.

Additionally, the effects of the coolant to mainstream blowing
ratio on adiabatic effectiveness and heat transfer are investigated.
These effects have been studied experimentally and numerically
(using the RANS method) before. However, the current work elu-
cidates how the variation in blowing ratio affects the flow features
and consequently the adiabatic effectiveness and heat transfer
coefficient.

3 Solution Methodology

The governing flow and energy equations are nondimensional-
ized by the characteristic length and velocity scales of cylinder
diameter (D) and free stream velocity (u..), respectively. Charac-
teristic temperatures of (7..—7,) and g, D/k are selected when
calculating the adiabatic effectiveness and heat transfer coeffi-
cient, respectively. The dynamic Smagorinsky model is used to
obtain the eddy viscosity of the subgrid scales. The nondimen-
sional time-dependent Navier—Stokes and energy equations in
transformed coordinates are given in Ref. [14]. The governing
equations of momentum and energy are discretized with a conser-
vative finite volume formulation using a second-order central dif-
ference scheme. The temporal advancement is performed with a
predictor-corrector algorithm. Detailed information can be found
from Tafti [15].

The computational domain is adopted from an experimental
study by Ekkad et al. [12], where the leading edge is represented
by a cylinder with a tailboard placed at the rear of the cylinder.
Rozati and Tafti [14] established that this geometry can be repre-
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sented by the domain shown in Fig. 1, where a symmetry bound-
ary condition is imposed along the stagnation line.

The free stream Reynolds number is 100,000 based on the cyl-
inder diameter, coolant to mainstream blowing ratios are 0.4 and
0.8, and density ratio is unity. In calculations of the adiabatic
effectiveness, the nondimensional temperature of the coolant and
mainstream are set to zero and unity, respectively. An adiabatic
no-slip wall boundary condition is imposed on the surface. Adia-
batic effectiveness is defined as

Tad,w - Tw

== =1= 0,4, 1
n Tc _ Tm ad,w ( )
where 6 is the nondimensional temperature:
T-T,
= —+ 2
T, 2)

In the calculation of the heat transfer coefficient, both the cool-
ant and mainstream nondimensional temperatures are set to zero,
while the blade surface has a constant nondimensional heat flux of
unity. The local Nusselt number is calculated as the local tempera-
ture difference between the surface and reference temperatures:

_ 1
- 61' - aref

where the free stream temperature is selected as the reference
temperature and 6,;=0.0.

The coolant pipe inlet boundary condition is provided from an
auxiliary fully developed, time-dependent, turbulent pipe flow cal-
culation, from which time-dependent profiles of the velocity field
are extracted and fed into the coolant pipe inlet. Effects of the
coolant inlet velocity profile, accuracy, and validity of the auxil-
iary calculation are given in Ref. [14]. The grid contains 62 hybrid
structured/unstructured blocks with the total size of 3,211,264
cells. The grid is highly resolved in the vicinity of the coolant hole
and coolant pipe and normal to the cylinder blade surface. A pos-
teriori results show that the value of y* at the first point from the
surface is less than 1 and adequate numbers of grid points lie
within the distance of 0<<y*<10 [14].

Nu

3)

4 Results and Discussion

The calculations are carried out on Virginia Tech’s Terascale
computing facility, SystemX, on 2.3 GHz PowerPC 970FX pro-
cessors on 62 processors. The nondimensional time step is set to
2X 107°. Each time step takes approximately 4.5 s of wall clock
time. The flow is allowed to develop for approximately three time
units before averaging for time mean quantities is activated. The
results explain the flow physics of film cooling, coherent struc-
tures, adiabatic effectiveness, and heat transfer coefficients for
two blowing ratios of 0.4 and 0.8.

4.1 Coherent Structures. The dominant coherent structures
for a classical jet in cross flow are a counter-rotating vortex pair in
the wake of the jet, a horseshoe vortex on the windward side of
the jet, and shear layer vortices (see Refs. [16,17]). To identify the
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Fig. 2 Coherent structures, B.R.=0.4 (isosurface value=18)

coherent structures in the present study, the vortex eduction tech-
nique proposed by Chong et al. [18] is used. In this method, in
regions dominated by vortical motion, the velocity gradient tensor
exhibits two eigenvalues that are complex conjugate. The magni-
tude of the eigenvalue is indicative of the strength of the vortex.
The structures identified by this method are referred to as “coher-
ent vorticity” in this paper and the magnitude of the eigenvalue is
identified as the strength of the vortices.

The following definition is used to describe the location of
flow/structures. In the lateral direction, the side that the jet blows
from is specified with “aft” and the side the jet blows to is speci-
fied with “fore.” In the streamwise direction along the blade sur-
face, “leeward” is used to denote the downstream side of the jet
and “windward” is used to denote the upstream side of the jet.
Figure 2 shows an instantaneous snapshot of coherent vorticity for
blowing ratio (B.R.)=0.4. An immediate observation is the com-
plete absence of a horseshoe vortex. This is due to the combina-
tion of the low injection ratio and the compound angle injection.
Immediately downstream of the coolant hole, a low pressure re-
gion exists, which was shown in Ref. [14] and is repeated in Fig.
3. The existence of a low pressure region was also observed in a
flat plate film cooling study by Muldoon and Acharya [8]. This
low pressure region is responsible for creating a strong counter-
rotating vortex pair, which entrains hot mainstream gases under-
neath the jet. The primary structure forms immediately at the lee-
ward edge of the hole (Fig. 2) and is transported downstream to
form packets of hairpin vortices. This agrees with the observations
of Tyagi and Acharya [16] for a jet in cross flow in a flat plate
boundary layer. However, due to the asymmetry of the low pres-
sure region, the strength of these counte-rotating vortices is not
equal, and the structure at the aft side of the jet has considerably
higher strength and size due to the lateral direction of coolant
injection.

Compared to a classical jet in cross flow, additional structures
in the form of vortex tubes appear at the windward side of the jet.
They are instabilities produced by the interaction of the transverse
jet velocity and the mainstream flow. These vortex tubes originate
from the windward side of the coolant hole and bend toward the
mainstream direction, on top of the hairpin vortices. It is noted
that the vortex tubes are not stationary structures but constantly
move fore to aft along the windward rim of the hole. Vortex tubes
on the top of the coolant jet break down within one to two diam-
eters downstream of the jet, while the tubes at the aft and fore
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Fig. 3 Pressure contour at x/ d=1.0 downstream of the coolant
hole

edges of the hole are stronger and directly participate in the jet-
mainstream dynamics. One of these tubes is seen to extend at least
6d downstream of the jet, aiding the entrainment of hot gases.

Figure 3 compares the size and magnitude of the low pressure
region at x/d=1.0 downstream of the coolant hole for the two
B.R.’s. Contours show the instantaneous distribution of pressure
with the same level in coloring. As shown, with an increase of the
B.R., the low pressure region is shifted to the fore side due to
higher lateral momentum of the coolant. The pressure difference
within and outside of the coolant core increases drastically at
B.R.=0.8, which results in much stronger entrainment from the aft
side of the coolant jet.

A snapshot of the coherent structures at the B.R. of 0.8 is
shown in Fig. 4. The magnitude of the vorticity isosurface is the

Hairpin Vortic

Vortex Tubes

Coolant

Fig. 4 Coherent structures, B.R.=0.8 (isosurface value=18)
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Fig. 5 Temperature contour and velocity vectors on cross-
sectional planes normal to the surface and downstream the
hole (B.R.=0.4)

same as for Fig. 2. An intensified turbulent region with smaller
scale eddies is observed at the coolant hole exit. Vortex tubes now
originate inside the coolant hole versus at the jet-mainstream in-
terface outside the hole at the low B.R. Contrary to the previous
case where the vortex tubes bent toward the surface, at B.R.
=0.8, vortex tubes do not maintain their steamwise trajectory.
Strong entrainment from the aft side of the coolant hole disrupts
and twists some of the vortex tubes in that direction and the re-
maining take a hairpin shape and transport downstream of the
coolant hole. Contrary to the results at the lower B.R., vortex
tubes do not have any discernible individual effect in entraining
hot gases at the aft/fore side of the coolant jet.

4.2 Coolant-Mainstream Mixing Mechanism. Figure 5 ex-
plains the jet-mainstream interaction mechanism by means of in-
stantaneous temperature contours and velocity vectors in planes
normal to the blade surface and downstream of the jet. At x/d
=1.0, one can identify vortex tubes on the top and sides of the
counter-rotating vortex pair. The strength of the main counter-
rotating vortex aided by the outer vortex tubes near the aft side
causes the bulk of the hot gas entrainment. As the jet travels
downstream (x/d=2.0), the strength of the primary counter-
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Fig. 6 Temperature contour and velocity vectors on cross-
sectional planes normal to the surface and downstream the
hole (B.R.=0.8)

rotating vortex decreases. Eventually, at x/d=4.0, the weak com-
ponent of the counter-rotating vortex pair, at the fore side of the
jet, disappears. As mentioned earlier, vortex tubes travel on the
top and sides of the primary vortex structure. The tubes located at
the top join with the stronger component of the counter-rotating
vortex pair and contribute to entraining hot gas into the coolant
from the aft side. Vortex tubes located at the sides of the primary
structure remain intact and separate. At x/d=2.0, the vortex tube
on the fore edge of the coolant is seen to entrain hot gases. The
side vortex tubes periodically cause the coolant flow to break off
and join again with the main portion of the coolant jet. Due to the
lateral velocity component of the coolant, it is observed that at
x/d=6.0, the jet completely shifts to the fore side.

The instantaneous results of temperature contours and velocity
vectors are presented at the same cross-sectional planes for the
B.R. of 0.8 (Fig. 6). The planes in both Figs. 5 and 6 have the
same scale in the spanwise and cross-stream directions. One can
immediately notice that at the higher B.R., the coolant jet has a
stronger infiltration into the mainstream and stronger shear inter-
action with the mainstream. The primary vortex is stronger and
larger compared to the same structures (aft component of the
counter-rotating vortex) at the lower B.R. As a result, a stronger
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Fig. 7 Time averaged temperature profile normal to the wall at
jet centerline

entrainment is observed from the aft side. Vortex tubes on the top
of the coolant core merge with the primary structure at x/d=2.0.
At x/d=4.0, the lateral momentum of the coolant shifts it to the
fore side of the coolant hole completely. Unlike for the lower
B.R., the coolant does not remain attached to the surface and at
x/d=6.0, it is completely detached from the surface due to the
stronger hot mainstream gas entrainment. Stronger shear layer
mixing, entrainment of hot gases, and detachment of the coolant
result in lower effectiveness of leading edge film cooling at the
higher B.R. of 0.8 compared to 0.4. Additionally, due to the cool-
ant jet lift-off from the surface, a narrower span coverage exists at
x/d=4.0 and 6.0 downstream of the hole.

4.3 Mean Profiles. Figure 7 shows temperature profiles at the
hole centerline and downstream of the hole for the two B.R.’s of
0.4 and 0.8. As observed in the previous section, at B.R.=0.8 and
x/d=2.0, the higher momentum of the coolant has pushed it to the
fore side of the coolant hole centerline. Therefore, the surface
temperature on the centerline is close to the mainstream tempera-
ture after x/d=2.0 downstream of the hole, which results in low
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Fig. 8 T.K.E. profile normal to the wall at jet centerline

adiabatic effectiveness on the centerline. A stronger hot gas en-
trainment can also be observed close to the coolant hole at x/d
=1.0. The coolant jet penetrates more into the free stream at the
higher B.R. with the formation of a thicker thermal boundary
layer. Temperature profile at x/d=1.0 shows that the core of the
coolant is located at the distance of 0.1d—0.4d from the surface,
where the mean temperature of the coolant core is much higher at
B.R.=0.8. Temperature profile at x/d=1.0 also shows the stronger
mixing at the coolant-mainstream shear layer for B.R.=0.8, while
at B.R.=0.4, the local minimum at 0.3d from the surface is much
lower than the local minimum at 0.14, and at B.R.=0.8, the two
local minimums have almost the same values due to the stronger
mixing.

4.4 Turbulent Statistics and Kinetic Energy. Turbulent Ki-
netic Energy (T.K.E.) behavior along the streamwise direction is
shown in Fig. 8 for both B.R.’s. The distributions are along the
hole centerline, normal to the surface, and are only shown at five
locations downstream of the coolant hole to aid in describing the
flow development and identifying the major features of the turbu-
lent field. Compared to the results with B.R.=0.4, the primary
noticeable difference at B.R.=0.8 is the significantly higher values
of T.K.E. especially at x/d=1.0 downstream of the coolant hole.
At the same location, the thickness of the turbulent layer for
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Fig. 9 Surface distribution of adiabatic effectiveness

B.R.=0.8 is two times larger than that at B.R.=0.4.

The highest values of T.K.E. at x/d=1.0 for both cases are
located at a normal distance of 0.2d from the wall and are 0.03
and 0.1 for B.R.’s of 0.4 and 0.8, respectively. This peak is caused
by the strong interaction of hot mainstream gases with the under-
belly of the coolant jet. The peak close to the wall (0.02 and 0.055
at x/d=1.0 for B.R.=0.4 and 0.8, respectively) signals the forma-
tion of a turbulent boundary layer and is a result of the strong
disturbances created by the lateral entrainment of flow. The merg-
ing and interaction of vortex tubes on the top of the primary
vortex is responsible for the additional peak in the T.K.E. profile
(n/d=0.45 and 0.6 for B.R.=0.4 and 0.8, respectively).

The low values of T.K.E. further downstream for B.R.=0.8 are
a result of the shifting of the coolant core to the fore side of the
centerline. However, in spite of this shift, a turbulent boundary
layer is clearly represented in the profile very close to the surface,
as it is for the lower B.R.

4.5 Adiabatic Effectiveness. Figure 9 compares the distribu-
tion of adiabatic effectiveness at the two B.R.’s of 0.4 and 0.8.
While at B.R.=0.4, a portion of the coolant remains attached at
the fore side and leeward rim of the coolant hole, at higher B.R.
=0.8, it does not due to the combination of increased mixing and
jet lift-off. At low B.R., mainstream momentum is much stronger
than the coolant momentum and pushes the coolant toward the
surface immediately downstream of the coolant hole. At higher
B.R., stronger momentum of the coolant causes more mixing with
the mainstream and stronger entrainment of hot gases, as dis-
cussed earlier. This entrainment eventually detaches the coolant
from the surface and causes a narrower coverage of the coolant on
the surface at B.R.=0.8. Also, the stronger lateral momentum of
the coolant shifts it further to the fore side when compared to the
lower B.R.

As expected, the spanwise average adiabatic effectiveness de-
creases as the B.R. increases (Fig. 10). Results at higher B.R.
shows some discrepancies with the experimental data especially
far downstream of the coolant hole (x/d=6-7). The experimental
data show an increase in the adiabatic effectiveness at these loca-
tions. However, considering the experimental uncertainty of
+6.8% for the film cooling effectiveness measurements and the
unavailability of the jet inlet conditions in the experiments, the
results show acceptable agreement at both B.R.’s.

4.6 Heat Transfer Coefficient. Surface distribution of the
Frossling number (Fig. 11) shows that for both B.R.’s a small
region with high heat transfer is located at the fore side of the
coolant hole rim. At B.R.=0.4, the counter-rotating vortex pair

041015-6 / Vol. 130, OCTOBER 2008

05

Hole Location
04} O  BR=0.4-Ekaadetal.
@ = BR = 0.4 - Numerical Resuits
S ! ! O  BR=0.8-Ekaadetal
2 ! . ------ BR = 0.8 - Numerical Resulis
° 03 l |
u":’ 1 1
w I I
° i
[} | 1
g [ | 1"
§ 02 ¥ |
< - 1
E ) 1
@ 01 :
-1 I
1 I
IL I
0" il | I [ L1 | I |

10 20 30 40 50 60 70
Degree from Stagnation Line

Fig. 10 Spanwise adiabatic  effectiveness

distribution

averaged

and vortex tubes create high heat transfer regions at the fore and
aft sides of the coolant hole centerline. At B.R.=0.8, the extent of
the high heat transfer region is increased due to the stronger co-
herent structures, stronger entrainment, and jet-mainstream inter-
action, which lead to higher T.K.E. near the surface. In particular,
compared to the lower B.R., higher values of Frossling number
are observed at the aft side and close to the coolant hole. This is
the direct effect of stronger entrainment of hot mainstream gases
underneath the coolant at this location, as illustrated before.

The spanwise averaged Frossling number distribution (Fig. 12)
shows good agreement with the experimental data (with =4.5%
uncertainty in heat transfer coefficient measurement). The heat
transfer coefficient decreases downstream of injection due to the
weakening of the coherent structures and the decay of near-wall
turbulent intensities. An increase in B.R. enhances the heat trans-
fer coefficient.

5 Summary and Conclusions

LES is used to investigate leading edge film cooling for two
B.R.’s. For both B.R.’s, hot mainstream gases entrain underneath
the coolant from the aft side of the coolant jet. However, this

B.R.=04 B.R.=0.8

Injection Direction
Fig. 11 Surface distribution of the Frossling number
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entrainment is much stronger at the higher B.R.=0.8 considered in
this study. Unlike for B.R.=0.4, where the coolant remains at-
tached to the surface, at B.R.=0.8, the larger momentum and
strong entrainment of the hot mainstream gases underneath the
coolant detach it from the surface at x/d=4.0. The higher lateral
momentum of the coolant shifts it to the fore side of the hole
centerline as the coolant reaches x/d=2.0. Due to the stronger
ejection from the hole at B.R.=0.8, the coolant penetrates further
into the mainstream.

Coherent structures are identified for both B.R.’s. At B.R.
=0.4, three types of structures are identified. An asymmetric
counter-rotating vortex pair forms at the leeward rim of the cool-
ant hole due to the existence of a low pressure region. The aft side
component of this vortex pair is significantly stronger than the
other component and dominates the jet-mainstream interaction
further downstream of the hole. The vortex pair transports down-
stream in the form of apacket of hairpin vortices. At the windward
rim of the hole, vortex tubes form as a result of the transverse
velocity of the coolant and its interaction with the mainstream
flow. The momentum of the mainstream flow bends these vortex
tubes toward the counter-rotating vortex. A number of vortex
tubes extend only 1.0d—2.0d downstream of the hole. However,
the vortex tubes on the fore and aft sides of the hole have an
individual effect on entraining mainstream hot gases. At B.R.
=0.8, vortex tubes exhibit a different behavior as they are drawn
toward and merge with the strong primary vortex immediately
downstream of the coolant hole. Additionally, the origin of these
vortices, which have smaller scales compared to B.R.=0.4, is
from the entire surface of the coolant hole instead of only the
windward rim.

At B.R.=0.8, mixing of coolant with mainstream increases due
to stronger entrainment and higher values of T.K.E. in the jet-
mainstream interaction region. T.K.E profile at the coolant hole
centerline and 1.0d downstream of the hole shows peaks of 3%
and 10% for B.R.’s of 0.4 and 0.8, respectively. The thickness of
the turbulent boundary layer increases from 0.6d to 1.2d as well
with an increase in B.R.

As a result, the averaged values of effectiveness decrease and
the span coverage of the coolant becomes narrower with an in-
crease in the B.R. Unlike the effectiveness, the spanwise average
values and surface distribution of the Frossling number increases
as the B.R. increases. The highest values of Frossling numbers are
observed at the immediate downstream aft side of the coolant jet
due to the strong mainstream entrainment.
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Nomenclature
= area
= blowing ratio (u./u..)
= leading edge diameter
coolant hole diameter
coolant hole length to diameter ratio
Thermal conductivity
normal wall distance
Nu = Nusselt number

B.

S A~ U A
|

q" = heat flux
Re = Reynolds number
T = temperature
u = Cartesian velocity vector/streamwise velocity
w = wall
x = streamwise direction (parallel to the surface)
0 = nondimensional temperature
n = adiabatic effectiveness
Subscripts
ad = adiabatic
b = bulk
¢ = coolant
o = free stream
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Large Eddy Simulation
Investigation of Flow and Heat
Transfer in a Channel With
Dimples and Protrusions

Large eddy simulation calculations are conducted for flow in a channel with dimples and
protrusions on opposite walls with both surfaces heated at three Reynolds numbers,
Rey =220, 940, and 9300, ranging from laminar, weakly turbulent, to fully turbulent,
respectively. Turbulence generated by the separated shear layer in the dimple and along
the downstream rim of the dimple is primarily responsible for heat transfer augmentation
on the dimple surface. On the other hand, augmentation on the protrusion surface is
mostly driven by flow impingement and flow acceleration between protrusions, while the
turbulence generated in the wake has a secondary effect. Heat transfer augmentation
ratios of 0.99 at Rey; =220,2.9 at Rey =940, and 2.5 at Rey =9300 are obtained. Both
skin friction and form losses contribute to pressure drop in the channel. Form losses
increase from 45% to 80% with increasing Reynolds number. Friction coefficient aug-
mentation ratios of 1.67, 4.82, and 6.37 are obtained at Rey =220, 940, and 9300,
respectively. Based on the geometry studied, it is found that dimples and protrusions may
not be viable heat transfer augmentation surfaces when the flow is steady and laminar.
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Introduction

Increasing the inlet temperature of gas turbines increases the
thermal efficiency. In modern turbines, the inlet temperature is
above the melting point of the high temperature alloys used in
manufacturing inlet guide vanes and turbine blades. Hence, effec-
tive cooling of these components is critical to durability. In order
to achieve effective cooling, the blades are cooled by circulating
cooler bypass air from the compressor through internal passages
in the channel (internal cooling) and ejecting the coolant onto the
surface to form a protective layer (film cooling).

Improving the internal blade cooling has been the topic of sig-
nificant research. Different patterns and shapes of ribbed turbula-
tors and pin fins have found widespread use in enhancing heat
transfer from the internal blade passages. Depending on the flow
disturbance introduced by the augmented surfaces, typical heat
transfer augmentation ratios (over a smooth duct) between 2 and 3
have been obtained at a significant pressure drop penalty that var-
ies anywhere from 10 to 20 times that in a smooth duct [1].

Introducing concave/convex surfaces, or in other words dimples
and protrusions, is a practical and effective way of heat transfer
enhancement that has gained much attention recently. While the
augmentation in heat transfer using this technique is about the
same as that obtained from conventional ribs and pins, the pres-
sure loss can be significantly lower. In addition, surfaces with
dimples and protrusions are also easy to manufacture. Application
of dimples and protrusions is not limited to internal cooling chan-
nels but they can also be applied to other heat transfer surfaces
such as in cooling of combustor liners and in direct skin cooling
of turbine blades using microchannels.

An early investigation on the effect of dimples on heat transfer
was by Afanasyev et al. [2], who investigated the effect of shallow
dimples on flat plate heat transfer for high Reynolds number. Re-
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sults showed a significant increase in heat transfer (30-40%) with
negligible friction augmentation. Chyu et al. [3] reported heat
transfer augmentation of 2.5 for two concavity shapes, hemisphere
and teardrop in the Reynolds number range of 10,000-50,000.

Mahmood et al. [4] experimentally studied the flow structure
and heat transfer for a one side dimpled channel (Rey
=1200-61,000). The results showed vortex shedding from the
downstream half of the dimple. Maximum heat transfer regions at
the downstream rim of the dimple and the flat landing downstream
of the dimple cavity were observed.

For a dimpled surface channel, Ligrani et al. [5] identified a
primary vortex pair ejection from the dimple cavity into the flow
normal to the streamwise direction and secondary vortex pair
ejection from the span wise edges of the dimple. Reduction of the
channel height was found to intensify the secondary structures in
the flow.

The effect of channel height and dimple depth on heat transfer
in the turbulent regime was studied by Moon et al. [6] and Bur-
gess and Ligrani [7]. They reported that heat transfer and friction
factor augmentation increased with decreasing channel height and
increasing dimple depth.

Ligrani et al. [8] and Mahmood et al. [9] investigated the effect
of dimples and protrusions on opposite walls of a channel on heat
transfer and flow structure. Higher heat transfer and friction coef-
ficient augmentation were observed for Reynolds number range of
5000-20,000. More intensified secondary flows with different pat-
terns resulted from the presence of the protrusions.

Borisov et al. [10] studied heat transfer and pressure loss for
internal flow in a channel with dimples on two opposite walls.
Maximum heat transfer augmentation of the dimples was reported
at the maximum dimple density tested.

A few computational investigations have also been performed,
most using Reynolds-Averaged Navier-Stokes (RANS) modeling.
Lin et al. [11] used k-& turbulence model without wall functions
and predicted flow over dimples for Re=23,000 and 46,000.

Isaev and Leont’ev [12] used Menter’s shear stress transport
model and showed the vortical structures in the dimple for various
depthS. Park et al. [13] used a realizable k- model. Steady-state
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results showed the existence of a counter-rotating vortex pair
originating upstream and inside each dimple and another pair at
the spanwise edges of the dimple.

Won and Ligrani [14] studied the effect of dimple depth to
imprint diameter ratio on flow structure and local heat transfer in
a channel with one surface dimpled using realizable k-& model for
the case of Rey=10,000. An increase of vorticity magnitude with
the increase of dimple depth was reported.

Patrick and Tafti [15] applied direct numerical simulation
(DNS)-large eddy simulation (LES) to predict the heat transfer
and friction coefficient augmentation in a channel with one
dimpled wall at low Reynolds numbers (Re;=50-2000). The re-
sult showed that up to Rey=1000, the flow was laminar, with no
augmentation in either the heat transfer or the friction. Self-
sustained flow oscillations appeared at Rey; > 1000, with shedding
of coherent structures from the dimple leading to heat transfer
augmentation.

Elyyan et al. [16] numerically studied the flow structure and
heat transfer distribution in a channel with dimples/protrusions
using LES. The study was for a fully turbulent flow of Rey
=15,500. High heat transfer regions on the protrusion and dimple
surfaces were identified.

Objective

The objective of this study is to apply high-fidelity time-
dependent simulation methodologies based on LES to elucidate on
the unsteady flow structure and to predict friction and heat transfer
in a channel with dimple and protrusions on opposing walls. Three
Reynolds numbers, covering a range of applications from min-
ichannel heat transfer to high Reynolds number internal cooling
ducts, are investigated: Rey=220, 940, and 9300, covering lami-
nar to fully turbulent flow.

Past experimental studies (see, Refs. [8,9]) have only studied
the heat transfer on the dimpled surface in the presence of protru-
sions on the opposite wall. The goal of this investigation is to
provide a detailed analysis of the flow structure in different flow
regimes and to clearly identify flow features responsible for heat
transfer augmentation on both surfaces. In addition, a detailed
breakdown of heat transfer and pressure loss components is iden-
tified.

Governing Equations and Computational Model

The nondimensional incompressible time-dependent Navier—
Stokes and energy equations are solved in a generalized coordi-
nate system assuming fully developed hydrodynamic and thermal
conditions. Both channel walls are heated by applying a constant
heat flux boundary condition (¢”). The nondimensionalization is
carried out by using the height of the channel (H) as the charac-
teristic length scale, a characteristic velocity scale given by the
friction velocity (u,), and a characteristic temperature scale given
by ¢"H/k.

The governing equations for momentum and energy are dis-
cretized with a conservative finite-volume formulation using a
second-order central difference scheme on a nonstaggered grid
topology [17]. Turbulent subgrid stresses are modeled using the
dynamic Smagorinsky model [18], which is activated for Rey
=940 and 9300.

The computer program GENIDLEST (generalized incompressible
direct and large eddy simulations of turbulence) used for these
simulations has been applied extensively to study flow and heat
transfer in stationary and rotating internal ducts used for cooling
gas turbine blades (e.g., Refs. [19,20]) and other heat transfer
augmentation geometries.

Channel Geometry and Boundary Conditions. The fin geom-
etry is shown in Fig. 1. All the dimensions are nondimensional-
ized by channel height, H=1.0. Dimple/protrusion pitches in
spanwise and streamwise directions are P=S=3.24. Dimple im-
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Fig. 1

Geometry specifications

print diameter D is 2.0 and dimple depth & is 0.4. Dimples and
protrusions are staggered without any offset with respect to each
other. The geometry dimensions match the experimental setup of
Ligrani et al. [5], Ligrani et al. [8], and Mahmood et al. [9].

The domain is periodic in the streamwise and spanwise direc-
tions. No slip wall boundary condition with constant heat flux is
applied at the channel surfaces (dimple and protrusion surfaces).
Further details about how the boundary conditions are applied can
be found from Zhang et al. [21].

Domain Size and Grid Resolution. An initial study was con-
ducted to determine the minimum periodic domain size possible,
which will admit all the important unsteady modes into the solu-
tion. A periodic domain of size HX P/2X S was chosen in this
study, Fig. 2. The selection procedure and the different domain
sizes are explained by Elyyan et al. [16]. The adopted domain
consists of 28 structured grid blocks with 1,575,864 cells.

A fine grid at an average distance of Ay=6.67 X 107 is placed
at the walls based on an estimated y]=Ay Re,=0.5. An a poste-
riori calculation of the local friction velocity places y7<<0.5 at
both surfaces and provides five to six grid points within y*=10.

Baseline Nu and Cy. In the present study, the laminar Fanning
friction coefficient and Nusselt number for flow between smooth
parallel plates and the Petukhov and Gnielinski correlations for a
smooth channel are used to calculate the baseline Fanning friction
coefficient and Nusselt number, respectively [22]. The choice of
correlations is dictated by their validity and accuracy over the
range of Reynolds numbers of interest in this study.

Validation. The computer code GENIDLEST has been validated
with experiments extensively in past studies (e.g., Refs. [20,23])
with very close matches with experiments in the literature. For the
purposes of this study, the code is further validated in a canonical
turbulent channel flow at Re,=360 (based on H). A grid of 64
X 64 X 64 computational cells is used in the x, y, and z directions,

Fig. 2 Adopted computational domain
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Table 1 Results compared with DNS and correlations
GENIDLEST DNS Correlations
Re =uH/v 360 360
Re,=uH/v 6516 6696
Rey=u,,H/v 5616 5600
Cy=m,/(1/2pu})  821X107  8.18x107  Petukhov: 7.62X 107
Nuy=hH/k 18.5 . Dittus—Boelter: 17.34

respectively. The first grid point in the inhomogeneous y direction
was placed at y7=0.9 with five grid points within y*<10. The
maximum spacing at the center of the channel was Ay*=6. The
nondimensional time step used was 1 X 1073,

The results obtained using GENIDLEST were compared to previ-
ously published DNS data, to results of Kim et al. [24], and to
correlations in the literature. Table 1 shows that all predictions
obtained using GENIDLEST are within a few percent of the DNS
data of Kim et al. [24] and within 10% of the correlations in the
literature.

In order to further validate the prediction accuracy of the cal-
culations, the results are compared to the experimental data of
Mahmood et al. [9] for a channel with dimples and protrusions, in
which the protrusion side is not heated. A constant heat flux
boundary condition is applied to the dimpled surface and an adia-
batic wall boundary condition is applied to the protrusion surface
to match the wall boundary conditions of the experiment. The
Reynolds number based on the channel height, Rey, is 14,600.

Table 2 summarizes the comparisons. While the Nusselt num-
ber augmentation shows excellent agreement with experiments,
the augmentation of Cy is more than twice the value reported by
Mahmood et al. [9]. The reason for this discrepancy is believed to
be a result of the selected baseline used for friction coefficient
normalization in the experiments. In the same paper, Mahmood et
al. [9], using a smooth channel experiment to calculate the base-
line friction factor, report a friction factor augmentation of about
1.6 at Rey=15,000 for a channel with only dimples on one side.
Ekkad and Nasir [25], using smaller and shallower dimples on one
side of a smooth channel with D=0.75 and 6=0.125, reported a
friction factor augmentation of 3.1 for flow at Rey=13,000 when
their baseline friction factor was obtained from Moody’s chart
(which agrees with the sentence with the baseline C; of the current
study). By comparison, in ribbed ducts, for an overall heat transfer
augmentation of 2.0, the friction augmentation is about 9 [23].

Results and Discussion

The calculations considered in the following sections discuss
the flow structure and heat transfer inside the channel at low,
medium, and high Reynolds number flows, Rez=250, 940, and
9300.

Each Reynolds number was run until a statistically stationary
state was established in the computation domain, after which
time-averaged quantities relating to the mean flow and turbulent
quantities were obtained. All results are nondimensionalized by
the mean bulk velocity and the channel height.

Unsteady Characteristics and Flow Structure. Figure 3
shows the instantaneous flow velocities of two probes in the wake
of the dimple and protrusion located at Ay=0.0163 normal to the

Table 2 Comparison between numerical and experimental
results

Rey Nu/Nu, Cyl Cy,
Present study 14,600 2.31 6.54
Experimental [9] 15,000 2.23 3.08
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Fig. 3 Instantaneous flow velocities

fin surface and 0.2D downstream of the dimple/protrusion. While
the flow is steady and laminar at Rey=220, flow instabilities de-
velop in the dimple cavity by Rey=940, which is captured in the
instantaneous streamwise velocity downstream of the dimple.
Smaller amplitude oscillations are also present in the wake of the
protrusion. By Rey=9300, the flow is fully turbulent at both
surfaces.

Figures 4 and 5 show the instantaneous single-valued isosur-
faces of the coherent vorticity structure in the domain for the fully
turbulent case of Rey=9,300 on the protrusion and dimple sur-
faces, respectively, at a single-valued level of 40. To identify the
coherent structures in the present study, the vortex eduction tech-
nique proposed by Chong et al. [26] is used. In this method, in
regions dominated by vortical motion, the velocity gradient tensor
exhibits two eigenvalues that are complex conjugate. The magni-
tude of the eigenvalue is indicative of the strength of the vortex.
The structures identified by this method are referred to as “coher-
ent vorticity” in this paper, and the magnitude of the eigenvalue is
referred to as the strength of the vortices. Figure 4 shows the
instantaneous coherent flow structures on the protrusion side of
the channel. The flow separation from the protrusion is character-
ized by vortex shedding seen at the back of the protrusion. These
vortices reattach on the channel surface immediately downstream.
A close-up view at that region is seen in Fig. 4(b).

Figure 5 shows the instantaneous coherent vorticity on the
dimple side of the channel. Flow separates at the upstream rim of
the dimple creating an unstable separated free shear layer inside
the dimple, characterized by the intense vortices in the upstream
half of the dimple. The shear layer vortices impinge in the reat-
tachment region at the back end of the dimple. As the flow ejects
out of the dimple cavity, the vortices are stretched, tilted, and
directed in the direction of the mainstream flow. Additional small
scale vorticity is also generated at the downstream rim of the
dimple as the flow ejects out. Another shear layer forms and sepa-
rates from the surface with a small recirculation region as shown
in Fig. 5(b). The vortices then reattach to the channel surface or
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Fig. 4 Instantaneous coherent vorticity isosurfaces (level
=40) for flow at Re,;=9300: (a) at protrusion side; (b) vortex
shedding from the back of the protrusion

flat landing downstream of the dimple. It is clear that at both
surfaces, the energetic structures exist at a very small scale and
are representative of fine scale turbulence.

Mean Flow Characteristics. The mean flow structure is de-
scribed with the aid of 3D mean velocity streamlines in the vicin-
ity of the dimple and protrusion surfaces for the three Reynolds
numbers. Figure 6 shows the mean 3D velocity streamlines close
to the protrusion surface for Rey=220, 940, and 9300 with
x-velocity contours for a 3D surface located at Ay=0.0016 from
the protrusion surface. The velocity streamlines show a smooth
flow on the protrusion surface for the laminar flow at Rey=220.
The flow impinges on the front of the protrusion and then accel-
erates smoothly on the protrusion surface; no flow separation or
recirculation is observed for the flow at this Reynolds number. As
the flow Reynolds number increases, flow impingement at the
front of the protrusion becomes stronger and the flow separates at
the back of the protrusion at Re;=940. In spite of the separation,
the flow exhibits very weak oscillations (see Fig. 3). At Rey
=9300, the flow separates at the same location on the protrusion
but the turbulent wake reattaches immediately downstream of the
protrusion, as can be seen by the x-velocity contours. A small flow
recirculation region at the front of the protrusion is observed at
Rey=9300; this is due to a pressure gradient setup in a direction
normal to the channel surface at impingement, which leads to
velocity recirculation. The large blockage resulting from the pro-
trusions causes flow acceleration in the passage between the pro-
trusions, as can be clearly seen in the x-velocity contours for the
Rey=940 and 9300 flows. An additional feature is the movement
of fluid along the side rims of the protrusions into the low pressure
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Fig. 5 Instantaneous coherent vorticity isosurfaces (level
=40) for flow at Re;=9300: (a) at dimple side; (b) vortex shed-
ding and reattachment at downstream of dimple

wake.

Figure 7 shows the mean 3D velocity streamlines close to the
dimple surface for Rey=220, 940, and 9300 with x-velocity con-
tours for a 3D surface located at Ay=0.00067 from the dimple
surface. The mean structure shows flow separation at the upstream
rim of the dimple with flow recirculation inside the dimple cavity.
The size of this recirculation zone shrinks as the flow becomes
more turbulent, promoting early reattachment. Another feature of
the mean structure is flow ejection from the side rim of the dimple
toward the adjacent dimples. At Rey=9300, a mean helical vortex
exists around the downstream rim of the dimple, which is the
manifestation of the unsteady vortices shed by the separated shear
layer (Fig. 5) along the rim.

Turbulent Kinetic Energy Distribution. Since in most in-
stances heat transfer augmentation is intimately correlated to the
level of turbulent kinetic energy (T.K.E.) near surfaces, in this
section the T.K.E. distribution of the fully turbulent flow at Rey
=9300 and T.K.E. profiles at selected locations for Rey=940 and
9300 are analyzed in connection with the flow structures identified
earlier.

Figure 8 shows the distribution of T.K.E. at selected spanwise
planes across the domain starting from and ending at the center of
the dimple. The locations x=-1.62 and x=0 represent the center
of the dimple cavity and protrusion and the flat landing half-pitch
between streamwise dimples and protrusions, respectively. Four
main structures that generate high turbulence intensity are identi-
fied:

(1) The separated turbulent shear layer that forms at the up-
stream rim of the dimple exhibits T.K.E. intensities as high
as 12% when normalized by the bulk mean velocity
squared. The early part of the shear layer is located at x=
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Fig. 6 Mean 3D velocity streamlines close to the protrusion surface with x-velocity contours
very close to channel surface for Re,;=220, 940, and 9300

Reattachment

Flow Ejection

Helical Vortices
Re, =9300

Fig. 7 Mean 3D velocity streamlines close to the dimple surface with x-velocity contours very
close to channel surface for Rey=220, 940, and 9300
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Fig. 8 Mean T.K.E. distribution at different spanwise planes across the computational domain
for flow at Re,;=9300. See text for explanation of labels.

—0.62, which grows (x=-0.31, 0, —1.62, —1.31, and —1.0)
and reattaches in the latter half of the dimple cavity.

(2) The turbulent separated shear layer on the protrusion also
exhibits high T.K.E. values of up to 10%, the early stages
of which can be seen at x=-1.0.

(3) The separated turbulent shear layer on the protrusion leads
to a highly turbulent wake behind the protrusion, which can
be identified by the high T.K.E. values at x=-0.62 and x
=-0.31, which subsequently decays further downstream
(x=0,-1.62,-1.31).

(4) The strong flow ejection from the dimple cavity creates a
separated shear layer at the downstream rim, generating
turbulent eddies. In the mean, these can be identified by the
helical streamlines along the rim of the dimple. The turbu-
lence generated in this region is further augmented by the
turbulence (vorticity) ejected out of the dimple cavity and
is tilted by the main flow toward the flat landing behind the
dimple. The regions of high T.K.E. at x=-0.62 and x=
—0.31 represent these phenomena.

To investigate the effect of Reynolds number on flow structure,
T.K.E. profiles at locations in the immediate wake of the dimple
and protrusion are shown for Rey=940 and 9300. Figure 9 shows
the T.K.E. profile at the centerline of the domain, z=0, at (i) x=
—0.62, at the downstream rim of the dimple, (ii) x=-0.31, at the
flat landing downstream of the dimple, and (iii) x=0, at the half-
way location between two streamwise dimples or protrusions.

Two major differences exist between the Reynolds numbers.
The first is that the maximum T.K.E. values at these locations is
about two to three times higher at Re;=9300, indicating that at
Rey=940, the flow is not fully turbulent. The peaks, respectively,
capture the wake turbulence on the protrusion side and the turbu-
lence generated within the dimple and at the downstream rim of
the dimple. While there is a sharp growth in the peak T.K.E. near
y=0.0, between x=-0.62 and x=-0.31 at Rez=9300, at Rey
=940 the peak does not grow substantially but remains at a value
between 0.04 and 0.05 for all three x locations. This implies that
the dynamics related to vorticity generation and ejection down-
stream of the dimple is much weaker at Re;=940. This can also
be concluded from the mean flow in Fig. 7, in which the helical
streamlines indicative of strong instantaneous vorticity is absent at
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the American Institute of Aeronautics and Astronautics, Inc.)
and current study at Re,=9300. Flow direction is from top to
bottom.

the lower Reynolds number. Another major difference between the
two Reynolds numbers is the magnitude of T.K.E. in the immedi-
ate vicinity of the channel surfaces. At Rey=940, the T.K.E. val-
ues near the channel walls is much smaller than those at the higher
Reynolds numbers. For instance, the turbulence generated in the
wake of the protrusion does not diffuse to the channel walls as it
does at the higher Reynolds number.

Heat Transfer and Friction Augmentation. Figure 10 shows a
comparison between the experimental results obtained by Mah-
mood et al. [9] at Rey;=10,400 for a channel with aligned dimples
and protrusions and present results at Re;=9300 (flow is from top
to bottom). In the dimple cavity, the heat transfer augmentation
(versus a smooth channel) increases from the leading to the trail-
ing edge of the dimple, with low augmentation in the separated
region and high augmentation at reattachment in the cavity. Im-
mediately downstream of the dimple cavity, there is a region of
reduced augmentation, which is a result of flow separation at the
downstream rim of the dimple. As vortices from the shear layer
and dimple cavity touch down or reattach on the flat landing, the
heat transfer augmentation increases once again.

The predictions show an excellent match with the experimental
results. In contrast, RANS calculations by Park et al. [13] under-
predict the heat transfer coefficient by nearly 100% (predicted
range of Nusselt numbers are from 0.9 to 2.1 versus experimental
measurements in the range of 1.4-3.4).

Figure 11 shows the distribution of Nusselt number augmenta-
tion on the protrusion surface for the different Reynolds number
flows. The laminar flow at Rey=220 shows a uniform heat trans-
fer augmentation at the flat surface on the protrusion side, which
is near or less than that of a smooth channel. Some heat transfer
augmentation occurs as the flow accelerates over the protrusion.
For the turbulent flows at Re;=940 and 9300, low heat transfer
regions are observed on the flat surface immediately upstream of
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Fig. 11 Mean Nusselt number augmentation on the protrusion
surface for Re,;=220, 940, and 9300

the protrusion, which is a result of the low momentum wake of the
upstream protrusion and the recirculation region upstream of the
protrusion that was observed earlier in the mean flow structure.
By far, the highest values of heat transfer augmentation are ob-
served in regions where the flow directly impinges on the protru-
sion. High heat transfer regions are also observed in regions of
flow acceleration between the protrusions.

Figure 12 shows the distribution of Nusselt number augmenta-
tion on the dimple surface. Low heat transfer regions appear in the
upstream half of the dimple cavity, where flow recirculates inside
the dimple. The size of the recirculation zone inside the dimple
shrinks as the flow becomes more turbulent. High heat transfer
augmentation appears in the downstream half of the dimple where
the flow reattaches to the dimple surface and accelerates toward
the downstream rim of the dimple. The highest heat transfer ap-
pears at the boundary layer regeneration region at the downstream
rim of the dimple; this is most obvious for the low and medium
Reynolds number flows. For the fully turbulent flow at Rey
=9300, the downstream rim of the dimple is followed by a small
low augmentation region caused by flow separation observed ear-
lier. After this small separation region, flow reattaches at the flat
landing and a region of high heat augmentation is observed.

Table 3 summarizes the overall time mean and area weighted
average Nusselt numbers for the dimple and protrusion surfaces
for the different Reynolds numbers studied. Unlike many experi-
mental investigations, the actual dimple/protrusion area is used in
the calculation of the Nusselt number, not the projected flat plate
area. At Rey=220, the protrusion surface exhibits a Nusselt num-
ber that is lower than that of a smooth channel because of the
detrimental effect of the low momentum wake of the protrusion
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on surface heat transfer. The dimple surface on the other hand
exhibits some augmentation, but clearly the use of dimples and
protrusions for low Reynolds number applications does not seem
viable for heat transfer augmentation. These results are in agree-
ment with previous work by Patrick and Tafti [15] for shallower
dimples. As the Reynolds number increases to 940, the flow is no
longer laminar and exhibits turbulentlike characteristics but is not
yet fully turbulent. At this Reynolds number, the protrusion sur-
face exhibits significantly higher heat transfer coefficients than the

Table 3 Heat transfer from protrusion and dimpled surfaces

ReH Nuprotmsion Nudimple Nuave Nu/ NuO
220 3.67 4.47 4.07 0.99
940 15.24 9.77 12.50 2.94
9300 62.70 59.83 61.27 2.53"

“Turbulent baseline correlation used for normalization.

dimple surface. This is mostly due to flow impingement on the
protrusion surface and flow acceleration between protrusions. The
overall Nusselt number augmentation relative to a smooth laminar
channel is 2.94 in this case. In the fully turbulent regime, the heat
transfer coefficients on the two sides of the channel are similar in
magnitude, providing an overall augmentation of 2.53 based on a
turbulent baseline correlation.

Table 4 summarizes the form and friction drag contribution to
the total pressure drop for the protrusion and dimple surfaces in
addition to the average friction coefficient and friction coefficient
augmentation with respect to a smooth channel. At the low and
medium Reynolds numbers, both the dimple and the protrusion
surface contribute almost equally to the overall pressure drop.
However, at Rey=9300, the dimpled surface exhibits a much
larger contribution to total pressure drop, most of it coming from
an increase in form drag. In general, the overall form drag contri-
bution increases from 44% at Rey=220 to 80% at Rey=9300,
which is consistent with trends on other augmentation surfaces as
well. Interestingly, the contribution of dimples to overall form
drag dominates over protrusions, which is quite an unexpected
result. The overall friction coefficient augmentation ranges from
1.67 at the lowest Reynolds number studied to a high value of
6.37 at the highest Reynolds number studied.

Summary and Conclusions

LES is applied to predict and analyze the flow structure and
heat transfer in a channel with dimpled surfaces for low, medium,
and high Reynolds numbers assuming fully developed flow and
thermal conditions.

The following important conclusions are made:

(i) Heat transfer augmentation on the dimple surface is pri-
marily a result of turbulence generated in the separated
shear layer at the upstream rim of the dimple. Turbulent
vortices shed from the shear layer impinge in the down-
stream half of the dimple in the reattachment zone to aug-
ment heat transfer. Flow ejection out of the dimple cavity
along the side and downstream rim of the dimple further
aids in the generation of turbulence (small scale vorticity),
particularly at high Reynolds numbers. Both the turbu-
lence generated at the rim and that ejected out of the
dimple cavity aid in augmenting heat transfer on the flat
landing immediately downstream of the dimple. Because
of the strong dependence of heat transfer augmentation on
turbulence generation, dimple surfaces may not be viable
for heat transfer augmentation at low Reynolds numbers in
the steady laminar regime. The onset of unsteadiness is
found to augment heat transfer, which can be controlled by
the dimple geometry.

In contrast, heat transfer augmentation on the protrusion
side is mostly a result of flow impingement on the protru-
sion and resulting acceleration between protrusions. The
turbulence generated in the separated shear layer and wake
of the protrusions has some effect on heat transfer aug-
mentation on the flat landing immediately downstream of
the protrusion. In spite of the lesser dependence of protru-
sions on turbulence generation for heat transfer augmenta-

(i)

Table 4 Pressure drop contribution from the protrusion and dimple surfaces and overall fric-

tion coefficient augmentation

Protrusion Dimple
Rey Yoform Yofric Yototal Yoform Yofric Yototal Cr C/Cy,
220 15 32 47 29 24 53 0.092 1.67
940 23 28 51 41 8 49 0.065 4.82
9300 26 14 40 54 6 60 0.042 6.37"

“Turbulent baseline correlation used for normalization.
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tion, they too do not seem to be viable as heat transfer
augmentation surfaces in the steady laminar regime based
on the results in this study.

(iii) Both form and friction drag contribute to the overall pres-
sure losses, with form drag contributing from 44% in the
laminar regime to 80% in the fully turbulent regime. Con-
trary to expectations, dimples contribute more to form
losses than protrusions across the full range of Reynolds
numbers. Overall friction augmentation factors range from
1.67 in the laminar regime to 6.37 in the turbulent regime.

(iv) Finally, it can be concluded that channels with dimples
and protrusions are quite competitive with other heat
transfer augmentation surfaces in the turbulent regime and
benefit from a lower pressure drop penalty than other aug-
mentation surfaces.
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Nomenclature
D = dimple imprint diameter
C; = Fanning friction coefficient
k = thermal conductivity
S = streamwise pitch
P = spanwise pitch
H = channel height
Nu = Nusselt number
p = fluctuating, modified, or homogenized pressure
¢" = constant heat flux on channel walls
Re = Reynolds number
u = streamwise velocity component
x,y,z = Cartesian coordinates
6 = dimple depth

Subscripts
b = bulk
o = smooth channel
7 = values based on friction velocity

Superscript
+ = wall coordinates
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Transition on the T106 LP Turbine
Blade in the Presence of Moving
Upstream Wakes and
Downstream Potential Fields

Boundary layer measurements were performed on a cascade of the T106 high lift low-
pressure (LP) turbine blades that was subjected to upstream wakes and a moving down-
stream potential field. Tests were carried out at a low level of inlet freestream turbulence
(0.5%) and at a higher (4.0%). It is found that perturbations in the freestream due to both
disturbances are superposed on each other. This affects the magnitude of the velocity
perturbations at the edge of the boundary layer under the wakes as well as the fluctua-
tions in the edge velocity between the wakes. Furthermore, the fluctuations in the adverse
pressure gradient on the suction surface depend on the relative phase of the upstream and
downstream disturbances, providing an additional stimulus for clocking studies. Time-
mean momentum thickness values calculated from laser Doppler anemometry (LDA)
traverses performed near the suction surface trailing edge are used to identify the opti-
mum relative phase angle of the combined interaction. Unsteady suction surface pres-
sures, quasiwall shear stress and LDA data illustrate the resulting multimode process of
transition, which is responsible for the observed clocking effects. The optimum relative
phase angle of the upstream wake and the downstream potential field can produce 0.25%
of efficiency improvement through the reduction of the suction surface boundary layer
loss. This reduction is mainly related to the calmed region and the laminar flow benefits
that can be more effectively utilized than when only the upstream wakes are present.
During the remaining parts of the cycle, the features that are usually associated with the
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wake and the potential field effects are still present. [DOL: 10.1115/1.2812415]

Introduction

The relative motion of the adjacent blade rows in turboma-
chines gives rise to a variety of unsteady interactions. The poten-
tial influence of a blade extends both upstream and downstream. It
decays exponentially with a length scale of the order of blade
pitch. Wakes form as the boundary layers shed from upstream
blades and mix while convected downstream. Their rate of decay
is much lower than that of the potential influence in the down-
stream direction. As a result, the interaction of wakes with down-
stream blade rows has received far more attention in the literature.
Much of this work has been concerned with the effect of the
velocity and turbulent fluctuations on the transition processes
within the suction side boundary layer. This is important because
the blade suction side boundary layers are responsible for most of
the loss of efficiency (Curtis et al. [1]).

Studies of the effects of upstream wakes on a downstream blade
row capture the most important unsteady interaction in the low-
pressure (LP) turbine. However, there are anywhere between 2
and 14 blade rows in LP turbines. Consequently, there is an op-
portunity for interactions to take place across several blade rows.
Binder et al. [2], for example, found that the fluctuations in the
mean quantities caused by wakes persist through more than one
blade row and their maximum values are relatively undiminished.

When the neighbouring stators or rotors have equal numbers of
blades, the efficiency can be affected by changing the relative
circumferential position (i.e., clocking) of these blade rows. Ex-
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periments on clocking in LP turbines have been carried out by
Halstead et al. [3] and by Solomon [4] using two stage LP tur-
bines. Arnone et al. [5] performed numerical calculations for a LP
turbine with three stages. The first two studies illustrated changes
of the boundary layer on the second stator suction surface arising
due to different clocking positions of the first stator. It was shown
that wakes from the first stator were capable of inducing a sepa-
rate transition process on the second stator in addition to that
induced by the wakes of the first rotor. Arnone and his co-workers
numerically investigated rotor as well as stator clocking effects
showing that both clocking strategies could give similar benefits.
The optimum clocking position was observed (as in many earlier
clocking studies, see Refs. [3-5], for example) when wake seg-
ments of an upstream rotor/stator impinge on the leading edge of
a downstream blade of the same type.

None of the above clocking studies makes reference to the ef-
fects of the upstream propagating potential field. However, the
data of Binder et al. [2], Schroder [6] and Arndt [7] suggest that
upstream potential field interactions do exist.

Today, there is a trend of increasing the lift coefficient and
therefore the pitch-chord ratio of LP turbine blades. Since the
axial blade row spacing in these machines can be less than 40% of
the blade pitch, the unsteady perturbations in the velocity field due
to an upstream propagating potential field of the downstream bla-
derow can be of a comparable magnitude to the unsteady pertur-
bations caused by an upstream wake, as shown by Opoka et al.
[8]. In these circumstances, the successful design of blade rows
with low solidity and reduced axial spacing will require a detailed
understanding of the interaction between wakes and potential field
disturbances. This will include the effects of blade row clocking
but in a context that may be different to that previously studied.
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Fig. 1 T106A LP turbine bar passing rig

The current paper considers the combined effects of upstream
wakes and downstream potential fields, as they appear in a mul-
tistage environment of LP turbines.

Experimental Setup

Previous studies of LP turbine cascades at the Whittle Labora-
tory have used a single system of moving belts and bars, see, for
example, Curtis et al. [1] and Stieger et al. [9]. These experiments
produced flows representative of a single stage of a turbomachine
in the context of wake-boundary layer interactions. In order to
facilitate replication of a downstream potential field, Opoka et al.
[8] redesigned the facility of Stieger et al. [9] to accommodate a
system of moving belts and large diameter bars situated down-
stream of the cascade.

Bar Passing Rig. The general arrangement of the test facility is
shown in Fig. 1. The basic rig characteristics are summarized in
Table 1. The cascade (1) consists of six T106 profiles, assembled
with a pitch-chord ratio known as configuration “A.” The T106
profile is a high lift LP turbine blade. It is a high turning profile
with a design exit Mach number of 0.59. Here, the same profile is
tested at incompressible conditions. As shown in the schematic of
the velocity triangles (see Fig. 2), the inlet conditions were chosen
to reproduce those of a 50% reaction turbine. The Zweifel coeffi-
cient is of the order of 1.05.

The upstream moving bar system (2) that is shown in Fig. 1 is
used to generate viscous wakes. The downstream moving bar sys-
tem (3) was designed to reproduce the stator suction surface pres-
sure oscillations associated with the potential fields of a down-
stream rotor. This dual belt system was driven by a 2.3 HP ac
motor (4) with feedback control. The drive from the upstream
system was transmitted onto the downstream system through the
belt (5). The test facility was attached to the outlet of an open
cycle low-speed wind tunnel, where a centrifugal fan supplied the

041017-2 / Vol. 130, OCTOBER 2008

Table 1 Characteristic dimensions of T106A cascade

Cascade properties

Number of blades in the cascade 6
Real chord—C (mm) 198
Axial chord—C,, (mm) 170
Cascade pitch—s (mm) 158.2
Pitch to chord ratio—s/C=7 0.799
Blade aspect ratio—h/C 1.884
Design inlet flow angle «, (deg) -37.7
Design exit flow angle @, (deg) 63.2
Upstream bar diameter—d (mm) 2.05
Downstream bar diameter—D (mm) 47.5
Upstream bar to trailing edge (mm) 70
Downstream bar to trailing edge (mm) 112
Bars pitch in both systems (mm) 237

airflow. The set of gauzes and honeycomb inserts in the tunnel
made the flow uniform before delivering it into the cascade test
section through the inlet duct (7).

Because the propagation of the unsteady potential field depends
on the flow Mach number, it is impossible to reproduce an exactly
equivalent unsteady pressure field in a low-speed facility such as
the one used here. Being conscious of the limitation of such an
approach, inviscid numerical predictions for the T106 LP turbine
repeating stage design, with pitch and chord ratios of 1:1.5 and a
blade row gap equal to 43% of the downstream rotor blade pitch
(40% of rotor C,,), were carried out by Antoranz and de la
Calzada [10]. These were followed by a series of simulations in
which the downstream rotor was replaced with a cylindrical bar.
The bar diameter and the spacing between stator trailing edge and
the bar center were chosen to match the amplitude of pressure
oscillations seen on the stator suction surface as induced by the
real rotor blade. The downstream bar system was designed follow-
ing the results of these simulations. Opoka et al. [8] have mea-
sured the influence of moving downstream potential fields on the

Test blade

o, =-37.7 deg

u bar

7/

x
Ty

.

Fig. 2 T106A cascade, with upstream and downstream bars
shown at time #/7,=0.0 and relative phase angle ¢-¢,
=0.0 deg, 60.0 deg, 120.0 deg, 168.0 deg, 217.5 deg, 300.0 deg
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suction surface boundary layer, using this test facility. Their un-
steady surface pressure data have shown similar trends to those
observed by Dring et al. [11], who studied this type of rotor-stator
interaction on a large-scale turbine rig.

Test Conditions and Cascade Equipment. The flow delivered
from the wind tunnel is characterized by low turbulence levels of
the order of 0.5%. To reach levels of inlet freestream turbulence
intensity more representative of the multistage environment (2—
4%, see Halstead et al. [3]), a turbulence grid was used in half of
the experiments. The turbulence grid (see (8) in Fig. 1) was based
on the work of Roach [12]. The grid was located at a distance of
three axial chords upstream of the test blade (9). This provided an
inlet freestream turbulence intensity (FSTI) of 4.0%, measured in
the absence of the cascade, at a location corresponding to the
leading edge of the test blade. It should be mentioned that the
turbulence grid was not parallel to the cascade inlet plane. There-
fore, the decay of turbulence varies across the cascade in the
pitchwise direction. The correlation of Roach predicts the turbu-
lence levels at the leading edges of the top and bottom blades to
be equal to 5.65% and 2.95%, respectively. Although these turbu-
lence levels differ, the levels are such that the differences in blade
boundary layer behavior, which result from the varying inlet tur-
bulence intensity, do not seriously affect the cascade periodicity at
the Reynolds number investigated here.

Total and static pressure probes at the inlet and wall tappings at
the outlet from the cascade were used to monitor the flow condi-
tions and check the level of inlet uniformity and outlet periodicity.
Adjustable tailboards (10), shown in Fig. 1, extending from the
trailing edge of the top and bottom blades were used to ensure that
the outlet flow was periodic.

The pitch ratio for the upstream bar system, the cascade and the
downstream bar system was 1:0.667:1, as shown in Fig. 2, for
which the initial position of time (¢/ 7y=0.0) has been presented. A
ratio of 1:0.667:1 is similar to that found in many LP turbines.

Measuring Techniques and Data Presentation. The cascade
flow conditions were monitored with a Scanivalve DSA 3017 16
channel pressure scanner.

The T106 test blade (9) shown in Fig. 1 was equipped with
surface pressure tappings. The tappings had a diameter of 0.3 mm
and were located at 45% of the span. The time-mean levels of
surface static pressure were measured using a Scanivalve system.
Surface flush-mounted, fast response Kulite pressure transducers
(model XCS-062) were used to acquire unsteady suction surface
pressures at blade midspan. A detailed description of the Kulite
signal acquisition procedure may be found in Stieger et al. [9].

A sheet of 50 hot film sensors spaced at intervals of 2.54 mm in
the streamwise direction was fitted on the blade suction surface at
midspan. The array was manufactured by Senflex. The sensors
were used to measure the quasiwall shear stress distribution using
the procedure described in Hodson et al. [13]. Each sensor was
connected to a Dantec C-series anemometer. The signal outputs
from each anemometer were first acquired with filter settings that
provided only the mean component. Then, a bandpass filter was
used to acquire the fluctuating part.

During the acquisition of the hot film and pressure transducer
data, the logging frequency was 10 kHz and 128 ensembles of
4096 samples were acquired. The bar passing frequency was equal
to approximately 28 Hz. The pressure data in this paper are pre-
sented as an ensemble averaged pressure coefficient. This is de-
fined in Eq. (1). Raw hot film signals were extracted from the first
ensemble of acquired data.

POl - <PS(s,t)>

(Crpigd == (1)
” Py = Py,

One of the cascade sidewalls was equipped with a glass win-
dow (11) to allow laser beam access (see Fig. 1). Two-
dimensional, suction surface boundary layer surveys were per-
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formed with a Dantec LDA system. This included a 5 W argon
ion laser (Coherent Innova 70) and Dantec FibreFlow System
with a beam expander. To avoid interruption of the laser beams by
the blade surface, the laser probe axis was inclined with respect to
the blade suction surface. The size of the measuring volume was
equal to approximately 0.08 X 0.08 X 1.00 mm?.

The laser Doppler anemometry (LDA) system was operated in
backscatter mode. The Dantec burst spectrum analyzers (BSAs)
and photomultiplier tubes were controlled with LABVIEW software.
The acquisition was triggered by each bar passing event. Data
were collected in the dead time mode with a dead time interval
that ensured statistical independence of the acquired data.

The seeding for the LDA was generated using a TSI Six Jet
Atomizer with Shell Odina Oil. The mean particle size was ap-
proximately 1.5 um. The data rate during the acquisition varied
between 1.5 kHz and 5 kHz.

During the postprocessing of laser signals, a coincidence filter
was used. The velocity bias resulting from periods of higher or
lower velocity was removed using a residence time weighting
factor as defined in Eq. (2), (see George [14]).

tri
=N (2)

E Iyj
=1
The LDA data were ensemble averaged by first dividing the
wake passing period into 128 time bins. Each time bin was evalu-
ated based on a nominal average of 500 samples. The weighting
factor and mean were then calculated for each time bin according
to Egs. (2) and (3).

N
(u) = 2 nill; (3)
i=1

The traverses were performed perpendicular to the suction sur-
face, in the boundary layer region, between 0.1 mm and 16 mm
above the wall at 45% of the blade span. The complete traverse
consisted of 21 stations, with the first millimeter above the wall
being traversed in five steps. From these LDA measurements, the
time dependent ensemble mean momentum thickness value was
derived using Eq. (4). The edge of the boundary layer was defined
as the height where the velocity was equal to 98% of the
freestream value. The LDA velocity data were nondimensional-
ized with the cascade isentropic exit velocity (V).

(Sog)
W (, W,

—_— ] - —

o W\ T

The data presented in this paper were acquired at a Reynolds
number of Re,;;=1.6 X 10°, based on the exit isentropic velocity
and the real chord, as given by Eq. (5). The flow coefficient,
defined by Eq. (6), was equal to 0.83. The reduced frequency of
wake and potential field disturbances, defined by Eq. (7), was set
to 0.46. The background flow was characterized by two levels of
inlet freestream turbulence intensity (Tu;=0.5% and 4.0%).

(#)y = 4)

V, ..C
Re, = 2205 )
m
Va
A28 6
¢ U (6)
fbarC
Froq= 7
= (7)

Uncertainty Analysis. At the exit from the cascade, the exit
dynamic pressure varied by less than 2.5% over the five passages.
Over the central passages, the variation was less than 1%.

The inclination of the laser probe with respect to the suction
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Fig. 3 Nondimensional ensemble averaged velocity at the
boundary layer edge due to separate and combined effects
Re,;s=1.6 X105, F,4=0.46, and Tu;=0.5%, s/S;=0.96, ¢-cb,
=0.0 deg

surface of the blade was of the order of 5 deg. This was to avoid
any obstruction of the laser beams by the blade wall. The velocity
measured with the inclined LDA probe is insignificantly different
from that measured with a noninclined probe (less than 0.5%) and
for this reason it was considered unnecessary to apply a correction
to the measurements. The 2D LDA data were processed with a
coincidence window set to 0.005 ms. The step resolution of the
traversing system was 0.025 mm.

The mean pressure levels were measured using the Scanivalve
DSA 3107 array with a =2500 Pa range. The discretization error
on this measurement is 0.17 Pa, which corresponds to 0.2% of the
exit dynamic pressure at Re,;;=1.6X 10°. The sensitivity of the
Kulite transducer system was approximately equal to 500 Pa/V
with a discretization error of 0.05 Pa.

Discussion of Results

Freestream Velocity. Figure 3 shows ensemble averaged time
traces of nondimensional velocity, measured at the boundary layer
edge at 5/57=0.96 for the case of Tu;=0.5%. Two of the lines
represent the separate cases of the upstream wakes (rectangles)
and the downstream potential disturbances (triangles). The black-
thick line represents the measured velocity during a combined
interaction at the relative phase angle of ¢-¢;=0.0 deg, as shown
in Fig. 2. The black-thin line shows the superposed effects of the
wake and the potential field perturbation on the time mean flow
measured during a combined interaction. The upper set of labels
(A-G) is used to describe the wake effects as in Refs. [15,16].
Points A, B, and E placed at particular times (¢/7y) indicate the
maximum positive velocity perturbation in the freestream, which
occurs in the leading portion of the wake, the centreline of the
wake and the maximum negative velocity perturbation in the free
stream, which occurs in the trailing portion of the wake. The
remaining Labels F and G refer to the calmed region that will
receive more attention and will be explained in the discussion of
the hot film results. The lower set of Labels M and N is used to
indicate the occurrence of the velocity maximum and minimum
induced by the single downstream potential field (see Ref. [8]).

Figure 3 shows that perturbations due to separate upstream
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Fig. 4 Influence of the relative phase angle (¢-¢,) of com-

bined interactions illustrated with nondimensional ensemble
averaged velocity at the boundary layer edge. Re,;=1.6 X105,
F.eq=0.46, and Tu;=0.5%, s/S;=0.96, ¢-¢,=0.0 deg, 60.0 deg,
120.0 deg, 168.0 deg, 217.5 deg, 300.0 deg

wakes and downstream potential fields can be superposed, at least
to a first order. The most significant difference between the mea-
sured (black-thick) and superposed (black-thin) time traces is a
lack of the high frequency component in the measured data. The
high frequency oscillations seen during the potential field experi-
ments (triangles) were due to the breakdown of vortices shed by
the separation bubble. Although these vortex breakdowns oc-
curred further upstream in those tests, their effects on the velocity
field are still seen near the trailing edge. The lack of such pertur-
bations in the case of the combined interaction (black-thick) might
suggest that the wakes modify the transition.

Boundary layer traverses were performed at s/5(,=0.96 for six
clocking positions (as defined in Fig. 2). Figure 4 shows ensemble
averaged time traces of the nondimensional velocity measured at
the boundary layer edge for the case of Tu;=0.5%. Velocity
changes during one period of the cycle illustrate the effects of the
relative phase angle of the combined interaction.

In Fig. 4, between the wakes (¢/ 7,=0.0—0.6), the velocity var-
ies as the clocking settings are changed. Here, at s/5,=0.96,
within the region (E-G), two extreme clocking cases are charac-
terized by the first having approximately linear velocity increase
(¢p-p=0.0 deg), and the other (¢-¢y=168.0 deg) with a more
sinusoidal tendency. Later in time, between ¢/ 7p=0.6—1.0, the up-
stream wake is passing over the measurement location (A-E).
This is manifested on all presented traces as an acceleration-
deceleration process (indicative of the so-called negative jet be-
havior of the wake). Depending on the phase of the downstream
potential field into which the wake enters (i.e., the relative phase
angle), the combined result is modified. Traces at ¢-¢y=0.0 deg
and ¢-dy=168.0 deg represent the strongest (Velocity maxima A
and M are in phase, see Fig. 3) and the weakest (out of phase)
velocity perturbations between Times A and E.

The data for the Tu;=4.0% are not presented here; however,
measurements did not show significant differences between the
low and high freestream turbulence cases with respect to the
freestream velocity at this surface position, except for the region
labeled V, shown in Fig. 4. This perturbation in the velocity (V)
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Fig. 5 Effect of Clocking—Time mean of momentum thick-
ness, at trailing edge location at Tu;=0.5% and 4.0%, Re,;s
=1.6X105, F,4=0.46 at surface distance of s/S;=0.96, steady
flow, wake-only, potential field-only, and combined interaction
at ¢-¢,=0.0 deg, 60.0 deg, 120.0 deg, 168.0 deg, 217.5 deg,
300.0 deg

during a deceleration phase (A-E) was observed only at Tu,
=0.5%. It is a result of the breakdown of roll-up vortices that were
formed further upstream due to the wake negative jet (flow his-
tory).

Time-Mean Trailing Edge Momentum Thickness. Curtis
et al. [1] presented a loss breakdown for LP turbines. The profile
loss can represent about 60% of the total inefficiency, being
mainly affected (60%) by the suction surface boundary layer.
Strictly, the entropy that has been created in the boundary layer
upstream of the trailing edge is measured by their entropy or
energy thickness (Denton, [17]). Here, however, the momentum
thickness (6) near the trailing edge will be used to provide a
measure of the suction surface loss. This is because it is related to
the mixed out loss of the boundary layer far downstream of the
trailing edge [17]. In practice, the conclusions are unchanged
whether the momentum thickness or the energy thickness is
considered.

The background for the clocking work was established by
documenting the effects of separate upstream [16] and down-
stream [8] disturbances. In Fig. 5, horizontal (solid and dashed-
dotted) lines indicate time-mean levels of the momentum thick-
ness measured for separate effects of the upstream wakes and the
downstream potential disturbances. The dashed lines indicate the
time-mean levels of momentum thickness in steady flow. The
black and gray colours are used to differentiate between the lower
and higher levels of FSTI. The data shown in Fig. 5 were taken at
5/S59=0.96.

Figure 5 shows that at the lower FSTI (black) for the wake-only
case, the time-mean momentum loss significantly decreases when
compared to steady flow. This benefit is due to the low losses that
are produced in the calmed region and its effect in limiting the
growth of the separation bubble in between the wakes to below its
steady flow dimensions. On the contrary, for the wake-only case at
the higher FSTI (gray), the loss in the boundary layer rises above
steady flow values. This loss increase occurs because the negative
effects of transition in the wake path are not counterbalanced by
the benefits of calmed region, and because the boundary layer in
between the wakes regained its steady flow character and loss
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level.

In the cases of only the downstream potential field, for both
levels of FSTI, transition onset occurred close to the steady flow
location or was forced upstream. This produced an extended tur-
bulent wetted area. Figure 5 shows that this was responsible for a
significant increase in the trailing edge momentum thickness.

The filled and empty symbols in Fig. 5 represent time mean 6
for each of the six relative phase angles of the combined interac-
tion that were investigated at a low (0.5% black) and at a high
(4.0% gray) FSTI. The data points are joined by curves that have
been fitted to the data. Figure 5 shows that for both FSTI cases,
the minimum in the boundary layer loss exists at a relative phase
angle of ¢-¢y=120.0 deg. This clocking position was character-
ized by one of the smallest variations in velocity measured at the
trailing edge between A and E (see Fig. 4). While the minimum
loss occurs at the same relative phase angle for both cases of
FSTI, there is no common value of ¢-¢, for which a maximum of
the boundary layer loss would be generated. At a relative phase
angle of ¢-¢y=300.0 deg, the maximum momentum thickness
was measured for the case of the higher FSTI. In the case of the
lower FSTI, a second minimum occurs at this same relative phase
angle.

At the lower level of FSTI, with the combined interactions, the
lowest time-mean momentum thickness (@-¢y=120.0 deg) is 5%
less than the highest level (¢-¢y=217.5 deg). At the higher FSTI,
the clocking effect can be used to produce a 10% reduction when
compared to the worst case. The minimum value is now below the
steady flow level. The reasons for these observations are related to
the competing effects of transition and calming. These will be
discussed in the following sections.

Current designs of LP turbines have an efficiency of the order
of 93%. Using the aforementioned breakdown of losses of Curtis
et al. [1], the suction side boundary layer loss is equivalent to a
reduction in the efficiency of approximately 2.5%. Therefore, us-
ing the results of Fig. 5, the maximum benefit in machine effi-
ciency due to clocking can be of the order of 0.25%. Furthermore,
the mean benefit resulting from the combined wake and potential
field interactions will be of the order of 0.125%. This would be
the benefit in the case of mismatched blade numbers, since the
entire range of relative phase angles would then exist.

Given that the flow in LP turbines is mainly two dimensional,
so that the flow properties do not vary significantly across central
part of the span (25-75%), the clocking of the transition patterns
might be possible.

Surface Pressure Variations. The cases of ¢-¢=120.0 deg
and ¢-¢(=300.0 deg were chosen for a further discussion on the
effects of the relative phase angle for the combined interaction
cases. In Fig. 6, a compilation of surface pressure data is pre-
sented in form of the surface pressure coefficient C, ,;; as defined
by Eq. (1). Again, black and gray colors are, respectively, attrib-
uted to the lower (0.5%) and the higher (4.0%) level of FSTI. The
lower part of distributions that represents the pressure side
(dashed lines), and the very front of the suction side are data that
were measured in steady flow with surface pressure tappings. The
remaining part of the suction surface is represented by ensemble-
averaged data that were acquired with a system of surface pres-
sure tappings (mean) and Kulite transducers (fluctuating compo-
nent). For each case of FSTI, time-mean distributions of the
ensemble-averaged data are shown together with a set of vertical
lines that represents the extent of the local pressure perturbations.
Furthermore, for each level of FSTI, both sets of data (time mean
and envelope) are shown at two relative phase angles. The case of
¢-hy=120.0 deg is represented with thick lines, and ¢-¢,
=300.0 deg with thin lines. To avoid overlapping of vertical lines,
only the lines for the case of ¢-¢y=120.0 deg at Tu;=0.5% are
placed at the correct surface distances. The remaining three cases
were shifted by a fraction of s/ to the left or to the right.

The time-mean C,, »;; distributions, which are shown in Fig. 6,
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Fig. 6 Effect of Clocking—Surface pressure coefficient mea-
sured at ¢-¢y=120.0 deg and ¢-¢y=300.0 deg for both Tu,
=0.5% and Tu;=4.0%, Re,;;=1.6X10°, F,.4=0.46

do not differ significantly between the two relative phase angles
(thick lines: ¢-¢y=120.0 deg and thin lines: ¢-¢y=300.0 deg).
This is true for both FSTI. The most pronounced change appears
at the lower FSTI, in the region between s/S5¢y=0.60—0.76. This is
where the boundary layer separated. Within this region, at the
¢-y=300.0 deg (thin black line), the time-mean values of C,, 5,
are smaller than at ¢-¢o=120.0 deg. This indicates that the time-
mean blockage caused by the boundary layer (i.e., the height of
the separation bubble) was reduced. With respect to the suppres-
sion of the separation, the effect of the relative phase angle is
smaller than the effect of the FSTI. (More details on the latter can
be found in Ref. [16].)

Although the time-mean data do not differ significantly at the
corresponding cases of freestream turbulence shown on Fig. 6, the
magnitudes of the local peak-to-peak pressure perturbations re-
vealed a strong dependence on the relative phase angle of the
combined interaction. The effect of freestream turbulence is insig-
nificant with respect to the local peak-to-peak pressure perturba-
tions. The maximum peak-to-peak surface pressure perturbations
for both relative phase angles appeared at s/5y=0.375. They are
of the order of 20% of the exit dynamic pressure. On the front part
of the suction surface, higher pressure perturbations were ob-
served for the case of ¢-¢y=300.0 deg (thin lines), while on the
rear part of the suction surface (between s/S,=0.60 and 0.76)
perturbations for the case of ¢-¢,=120.0 deg were approximately
twice those for the case of ¢-¢,=300.0 deg. Surprisingly for
¢-¢p=120.0 deg, even in the region between s/S,=0.60—0.76,
the magnitude of the peak-to-peak pressure perturbations were
independent of the FSTI In each case, these reached approxi-
mately 12% of the exit dynamic pressure. In the case of only
upstream wakes [9] (low FSTI), the magnitude of the peak-to-
peak pressure perturbations reached 30% in the separation bubble.
This was attributed to the effects of the rolling-up into vortices of
the separated shear layer, which was triggered by the negative jet
behavior of the wake. This might indicate that the sizes of the
roll-up vortices were significantly reduced at the lower FSTI and
are more comparable to those that were observed in Ref. [16] in
the case where only upstream wakes were present at the higher
FSTL In that case, the peak-to-peak pressure perturbations at cor-
responding surface distances reached 10% of the exit dynamic
pressure.

The data for the cases of the lower FSTI presented in Fig. 6 are
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Fig. 7 Ensemble averaged distribution of surface pressure co-
efficient C,,;, measured at Re,;=1.6X105 F,4=0.46, Tu,
=0.5%, and ¢-¢(=120.0 deg

redrawn as distance-time diagrams in Fig. 7 (¢-¢y=120.0 deg)
and Fig. 8 (¢-¢y=300.0 deg). In these diagrams, the abscissa rep-
resents the nondimensional surface length and the ordinate shows
the nondimensional time. Here, three periods of the combined
interactions are shown. The contour field represents values of the
surface pressure coefficient C,, ;. The definition of the pressure
coefficient (see Eq. (1)) is such that high values represent low
values of the surface pressure. The symbols at the top of the
diagrams indicate the sensor positions. The solid black lines im-
posed on the contour field indicate trajectories of the wake in the
freestream (A, B, and E). The white lines show the paths of the
velocity minima and maxima observed during tests with only
downstream potential field disturbances. The lines between points
H and F and H and G will be used later when describing particular
transition patterns.

Figure 7 shows that at the lower FSTI, the value of C,, »;, at the
peak suction point (s/Sy=0.44) strongly oscillates. The maximum
value occurs between #/7y=0.06—0.56. In the remaining part of
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Fig. 8 Ensemble averaged distribution of surface pressure co-

efficient C,.;, measured at Rey;=1.6X10% F,4=0.46, Tu,
=0.5%, and ¢-¢,=300.0 deg
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the cycle, the value was reduced by as much as 20% when com-
pared to the maximum. Near the trailing edge, the pressure oscil-
lations are much smaller than those at the peak suction point (see
also Fig. 6). Therefore, the severity of the adverse pressure gradi-
ent will oscillate. In Fig. 7, following the wake passage (above
line E), the adverse pressure gradient first reduced during time
t/ 79=0.56—1.06 and then increased during time ¢/ 7y=1.06—1.56.

The strong oscillations that are seen within the region between
5/89=0.40-0.76 appear because the phases of the perturbations in
pressure or in velocity associated with the separate disturbances
are of the same sign. For example, Line A, which represents the
maximum positive velocity perturbation due to wake intersects
with the line of maximum velocity due to the downstream poten-
tial field disturbances at s/S57=0.55. When the relative phase angle
is changed by 180 deg (see Fig. 8), the temporal variation of the
surface pressure is reduced. This is because the phases of the
perturbations in pressure or in velocity associated with the sepa-
rate disturbances are now of the opposite sign. As a result, each of
the upstream and downstream disturbances creates its own peak in
the values of C,,;, at the peak suction point (s/S;=0.44). As a
consequence, the severity of the adverse pressure gradient is sig-
nificantly reduced. However, the more adverse pressure gradient
now occurs twice as often during one cycle of the combined
interaction.

In Fig. 8, following the passage of the wake, above Line E, the
value of the surface pressure coefficient rises again (lower surface
pressure) due to the accelerative phase of the potential field inter-
action that extends up to the line of maximum velocity. This re-
veals an important difference between the cases of ¢-¢,
=120.0 deg and ¢-¢;=300.0 deg, with respect to the conditions
at which the rear portion of the wake induces transition (point H),
and where the calmed region develops. For the case of ¢-¢,
=120.0 deg, the wedge formed between Lines H-F and H-G (it
will be shown below that this is where the calmed region can be
found) lays within the decelerative period of the potential field
cycle and will experience a reduced severity of the adverse pres-
sure gradient. However, for ¢-¢,=300.0 deg, the wedge between
Lines H-F and H-G is within the accelerative period, where the
steeper adverse pressure gradient is present. Both separation and
wake induced transition might be promoted further upstream in
the presence of more severe adverse pressure gradients. Also, the
potential of calmed regions to remain attached or laminar can be
challenged by more aggressive adverse pressure gradients.

In Fig. 9, five sets of surface pressure coefficient are presented,
at equally spaced time intervals within 1 cycle period. Only a
portion of the suction surface distributions is illustrated. The
lower set of circles above the abscissa indicates the Kulite sensor
positions. The meaning of upper circles and of a black dashed line
will be explained in the following paragraphs. In Fig. 9, the pres-
ence of regions of almost constant static pressure suggests that the
separation bubble may be present at many of the time instants
shown, in all of the presented cases. Its position and size vary in
time, depending on ¢-¢, and the FSTI. These distributions will be
referred to in the discussion of the transition processes in the
following section.

Transition Mechanisms at Minima and Maxima of Loss Due
to Clocking. Time traces of raw hot film signals acquired at five
streamwise locations are presented in Figs. 10 and 11. The posi-
tion of the hot film sensors is indicated in Fig. 9 with black circles
placed above the abscissa. In Figs. 10 and 11, the effect of the
relative phase angle on the transition process is illustrated for both
FSTI levels. In each figure, the thick (top) traces represent the
case of ¢-¢y=120.0 deg, while the thin (bottom) traces are for
@-dy=300.0 deg. There are two ordinates for each plot, the total
range on each one is the same although the mean is shifted to
avoid an overlapping of the traces. The left ordinate is for ¢-¢,
=120.0 deg. The vertical lines, with corresponding labels, repre-
sent the same events as in previous figures.
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0—6,=120°, Tu,=0.5%
-$,=300°, Tu,=0.5%
0-6,=120°, Tu,=4.0%
0-4,=300°, Tu,=4.0%

Fig. 9 Ensemble averaged of suction surface pressure coeffi-
cient C,,;s at five time instants within one period of the com-
bined interaction. Data measured at Re,;;=1.6 X105, F,.4=0.46,
Tu;=0.5% and 4.0% and ¢-¢,=120.0 deg and 300.0 deg

Lower Freestream Turbulence Intensity Case. In Fig. 10, at
the most upstream surface location of s/5y,=0.593, the boundary
layer as the wake arrives (shortly before Point A) is separated in
both cases of ¢- ¢y (see Fig. 9, t/ 79=0.40 and ¢/ 7=0.60). In such
inflexional boundary layers, which are experiencing a strong per-
turbation due the wake negative jet, the first significant growth in
the amplitude of instability waves appears anywhere between A
and E. Evidence of these waves at s/5,=0.593 can also be found
in Figs. 7 and 8. These figures also contain evidence of a similar
type of the wave activity upstream of the peak suction point. This
indicates a Tollmien—Schlichting (TS) convective wave character.
The presence of the TS waves upstream of the separation point
suggests that the separation at these times is of a transitional type
(Hatman and Wang [18]).

In Fig. 10 between A and E, the amplitudes of the shear stress
perturbations at s/S,=0.593 are comparable in both cases of
¢~y In time after E, only for the case of ¢-@y=120.0 deg, the
growth of instability waves continues almost up to Point N. This
point indicates the end of a decelerative phase due to the down-
stream potential field disturbances. On the contrary, the waves are
attenuated after Point E for the case of ¢-¢y=300.0 deg. This is
believed to result from the accelerative phase of the potential field
cycle that lasts to the Point M. Following the time of #/ 7,=1.00,
and up to the next wake front (¢/ 7o=1.52), the trace representing
¢-¢y=300.0 deg, remains flat indicating a laminar flow that just
separates. For the case of ¢-¢y=120.0 deg, the upper trace shows
reducing shear stress values that is representative of an attached
flow (#/7=1.00) that tends to a separation (#/7,=1.20). The
above statements can be confirmed in Fig. 9. These very subtle
differences in the behavior of separation point are due to changed
severity of the adverse pressure gradient in between the wakes
(see Figs. 7 and 8).

At the next surface location of s/S,=0.65, most of the fluctua-
tions between A and E in both cases of ¢-¢, have developed into
higher frequency components indicating that the breakdown of the
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Fig. 10 Combined Interaction—raw hot film signals, Re,;s
=1.6X10%, F,4q=0.46, Tu;=0.5%, ¢-dy=120.0 deg—first mini-
mum of momentum loss, ¢-¢,=300 deg—second minimum of
momentum loss

waves into turbulent spots has occurred. The magnitude of the
peak-to-peak pressure perturbation shown in Fig. 6, at about
5/S9=0.63 and further downstream, for the case of ¢-¢y
=300.0 deg was half of that seen for ¢-¢,=120.0 deg. The higher
pressure perturbation measured at ¢-¢y=120.0 deg, is related to
stronger inflexional tendencies invoked by the “in-phase” configu-
ration of upstream and downstream disturbances (higher C,, ,;; in
front of Line A in Fig. 7 than in Fig. 8, or in Fig. 9 at t/7
=0.60). Increasing the height of the inflexion point in the velocity
profile and a longer stream wise distance along which inflexional
profiles develop would promote the growth of Kelvin—Helmholtz
instabilities and could lead to coherent structure formation, see
[16]. In fact, both types of instabilities that coexist in a transitional
separated shear layer (TS and Kelvin-Helmholtz (KH)) may be
accompanied by vortex formation [18].

For the case of combined unsteady effects discussed here, at
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Fig. 11 Combined Interaction—raw hot film signals, Re,;
=1.6X10%, F,q=0.46, and Tu;=4.0%, ¢-¢=120 deg—minimum
of momentum loss, ¢-¢,=300 deg—minimum of momentum
loss

¢-¢pp=120.0 deg, the shear layer does roll up to form KH type
vortices between s/S57=0.65 and s/S57=0.761. Going back to Fig.
4, in the case of ¢-¢y=300.0 deg, within region labeled V, there is
no perturbation in velocity, while for the case of ¢-¢,
=120.0 deg the “kink” is a one of the most pronounced, among all
of the clocking configurations. Such a velocity perturbation is
indicative of the formation of roll-up vortex occurring further up-
stream and can serve here as an evidence of the presence of a
roll-up vortex. Finally, when compared to the case of the single
wake [9], the weaker pressure pulse (=1/3) induced by the vortex
indicates that the vortex currently being described is smaller than
these previously observed and/or was formed in the upper region
of the boundary layer.

In Fig. 10 at 5/S3=0.65, for the case of ¢-¢y=120.0 deg, at
time H, while the boundary layer still feels the effects of the rear
part of the wake that is accompanied by the decelerative phase of
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the potential field disturbance, the first TS waves that were seen
after the time E, at 5/S57=0.593, breakdown, and turbulent spots
are formed. The characteristics of a turbulent spot can be seen in
the first and the third period. In the region between H and M
(p-p=300.0 deg), wave packets appear later in time and while
being under the influence of an accelerative phase of the potential
field cycle, they remain ordered. During the remaining portion of
the period between #/ 75=1.20—1.58 laminar separation is present
without visible TS waves, in both cases of ¢-¢y.

More than 10% of surface length further downstream, at s/S,
=0.765, instability waves were seen throughout most of the time
between the wakes (¢/75=0.10-0.60). This is true for both cases
of ¢-¢py. For ¢-¢p=300.0 deg, the waves between 1/7,
=1.05-1.40 have broken down. Due to this transition, the surface
static pressure has recovered for ¢-¢;=300.0 deg, as shown in
Fig. 9, at t/ 7y=0.40. For the case of ¢-¢y=120.0 deg, the bound-
ary layer at a distance of s/5,=0.765 is separated for a quarter of
the cycle before the wake arrives. For this case, transition between
t/ 79=0.10-0.40 just begins (the waves are being amplified) or has
already occurred (e.g., between #/7,=2.10—2.40), while for the
second wake event, the flow remains still laminar. This aperiodic
behavior in the raw hot film data, between ¢/ 7,=0.10-0.40 and in
the successive periods at the same phase, is typical of the separa-
tion bubble. The ensemble averaged pressure data in Fig. 9 shows
that the surface pressure just starts to recover, indicating the onset
of transition.

Between the time of ¢/ 7y=0.40—0.60 at a surface distance of
s/89=0.765, the hot film data are very similar for both cases of
the relative phase angle (¢-¢,). In both cases, the boundary layer
is once again separated. However, the wave activity in this portion
of time is still weak. Later in time, as the front of the wake arrives
(Point A), random fluctuations at a significantly higher frequency
appear, indicating a turbulent character of the near wall region of
the boundary layer. The turbulence persists up to time F. This is
because transitional flow between Points A and B and behind E
induced beneath the front and the rear portions of the wake, re-
spectively, have merged together. The later and more regular wave
breakdown seen for the case of ¢-¢,=300.0 deg, behind Line F
and before M might be essential with respect to loss consider-
ations, as it coincides with the time when a combination of calmed
and laminar region could be seen for the case of ¢-¢y
=120.0 deg.

Further downstream at s/S3=0.823, in both cases of the relative
phase angle, between the wakes, at times #/7,=0.40-0.60, the
waves have grown in amplitude. Such waves during tests with
downstream potential field disturbances were associated with
naturally occurring KH vortices that were shed by the separation
bubble. At this surface position, the peak-to-peak pressure pertur-
bations were similar for all cases presented in Fig. 6 (not more
than 10% of the exit dynamic pressure), indicating that shedding
from the rear part of the separation bubble does not significantly
differ between the two relative phase angles. Once again the vor-
tices are smaller than those that formed during the interaction with
only a downstream potential field disturbance [8]. In the latter
case, the peak-to-peak pressure perturbations were of the order of
15% of the exit dynamic pressure. The kinks in the pressure data
in Fig. 9 seen between s/S,=0.823 and s/S,=0.957 at times
t/ 79=0.40 and ¢/ 7p=0.60 are characteristic of vortex shedding.

At a surface distance of 5/5,=0.957 in Fig. 10, both hot film
traces exhibit a turbulent character for most of the time. However,
only in the case of ¢-¢y=120.0 deg, the remains of the laminar-
like calmed region (F-G) was observed following the pattern of
transition due to the rear portion of the wake negative jet (E-F).
The exceptional persistence of the laminar flow and the KH vortex
formation at s/Sy=0.65 in the case of ¢-¢y=120.0 deg are the
most important differences with respect to the case of ¢-¢y
=300.0 deg at the lower FSTIL

The persistence of the calmed region far downstream is due to
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a reduced adverse pressure gradient. A sample of such a pressure
distribution with a gentle slope is shown in Fig. 9, (dashed-line)
with the distributions representing the case of ¢/ 7y=0.20. This line
represents the surface pressure coefficient extracted from the pres-
sure data of Fig. 7. The trajectory along which those data were
extracted is indicated with a black-dashed line in Fig. 7. This
trajectory corresponds to the history and the arrival of the lami-
narlike calmed flow at s/S5,=0.957 in Fig. 10.

In summary, at the lower FSTI, the front portion of the wake
forced the formation of large shear layer roll-up vortices, while
the wake turbulence, which arrives later, led to the initiation of
turbulent spots. Calmed regions followed the turbulent spots. The
effect of the potential field on those wake-associated features is to
promote/prevent the formation of large vortices and to enhance/
degenerate the calmed region, depending on the relative phase
angle between both disturbances.

Higher Freestream Turbulence Intensity Case. Figure 11
presents some of the hot film data obtained in the case of the
higher FSTI. One of the main differences between the cases of the
lower and the higher FSTI appears in between the wakes (¢/ 7,
=1.15-1.30). At this time, already at a surface distance of s/S,
=0.593, additional periods of disturbed flow exist between the
main wake-induced events. These additional events lead to an
early attachment of the flow before s/5,=0.65 as this portion of
the flow becomes transitional. However, for the case of ¢-¢y
=120.0 deg these events appear to be less regular in their occur-
rence. Therefore, periods of laminar (and sometimes separated)
flow (see Fig. 9 at ¢/ 75=0.20 and ¢/ 77=0.40) can be seen as far
downstream as s/S,=0.765 (see Fig. 11; #/75=2.10-2.40). On
average, the greater regularity of these additional transitional
events in the case of ¢-¢y=300.0 deg, will lead to an extended
turbulent wetted area as the calmed region is eroded. Even though
this will prevent the growth of the separation bubble (see Fig. 9 at
t/ 75=0.20), it results in a higher loss. This is probably because in
the case of ¢-¢y=120.0 deg, the separation bubble does not sig-
nificantly contribute to the loss at the higher FSTI, as it is a
relatively shallow separation.

For the higher level of FSTI presented in Fig. 11, the transi-
tional behavior of the near wall region between A and N (¢- ¢,
=120.0 deg) or A and M (¢-py=300.0 deg) at the first two
streamwise positions does not differ significantly from that ob-
served for the case of the lower FSTI. This is because of the
dominant influence of the wake and because a similar pressure
distribution is seen when the front of the wake is present (see Fig.
9; t/ 75=0.60). The extent of the local pressure perturbation shown
in Fig. 6 also does not differ. At the higher FSTI, for the case of
wake-only tests [16], an occasional single vortex was seen, and
the level of peak-to-peak surface pressure perturbation induced by
the vortex reached 10% of exit dynamic pressure, which is similar
to the currently measured values. This suggest that even for these
flow conditions, which are more representative of a real LP tur-
bine environment (Tu;=4.0%), roll-up vortices will form shortly
behind the central part of the wake (B) at ¢-¢y=120 deg. In the
time between 7/ 7,=0.60—0.75 (B-E) when comparing the state of
the hot film signals at s/57=0.593 and s/S,=0.65 shown in Figs.
10 and 11, it is seen that in the case of the higher FSTI, there is a
greater higher frequency content. This indicates that the break-
down to turbulence for both cases of ¢-¢ at Tu;=4.0% has oc-
curred further upstream than at the lower level of FSTI. This is
due to the combination of the higher level of background turbu-
lence and the wake turbulence.

In Fig. 11, downstream of s/S57=0.65, the calmed regions are
more distinct between F and G than at the lower FSTI. They can
still be present as far as s/5(=0.823, occurring anywhere between
t/ 719=0.00—-0.20. However, for the case of ¢-¢,=300.0 deg, they
seem to be corrupted sooner than at ¢-¢y=120.0 deg, due to tran-
sition that develops in between the wakes (see region between G
and N or G and M at s/S,=0.823). This corrupting effect on the
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Fig. 12 Traces of ensemble averaged momentum thickness
measured at s/S;=0.96, Re,;;=1.6X10°, F,.4=0.46, Tu,;=0.5%,
P-py=120.0 deg, ¢-¢,=300.0 deg, and single wake

calmed region is similar to that at the lower FSTI case.

The hot film data, particularly between #/7,=2.20-2.60 at
5/89=0.823, show a set of oscillations that are similar to those
seen at the lower FSTI case. These shear stress fluctuations are
once again an indication of roll-up vortices naturally occurring in
the separation bubble.

In Fig. 11, near the trailing edge at s/S,=0.957, in both cases of
the relative phase angle, the flow in boundary layer is almost fully
turbulent throughout the whole period of the wake-passing cycle.

In summary, at the higher FSTI the wake associated features
appear at similar phases of the cycle and streamwise distances.
However, because of the higher FSTI, the breakdown of roll-up
vortices beneath the front of the wake occurred further upstream
than at the lower FSTI. The main difference between the lower
and the higher FSTI case is that the boundary layer between the
wakes undergoes transition further upstream at the higher FSTI.
This earlier transition prevents the inflexional tendencies of the
boundary layer in between the wakes and result in a shorter
streamwise extent of the transitional separation. The effect of the
potential field is similar to that observed at the lower FSTI.

Trailing Edge Boundary Layer. The raw hot film signals have
delivered a detailed insight into the unsteady transition process.
The understanding of the wall shear stress patterns will be applied
to the ensemble averaged momentum thickness measured near the
trailing edge. This is to allow discussion of the boundary layer
loss budget and to deduce the reasons for the observed clocking
effects.

In Figs. 12 and 13, time traces of the ensemble averaged mo-
mentum thickness measured at a surface distance of s/5,=0.96
are shown for both levels of FSTI. Both previously discussed
cases of relative phase angles (¢-¢y=120.0 deg thick black-filled
rectangles, ¢-¢,=300.0 deg thin black-empty rectangles) are
compared to traces that were measured during single wake inter-
action (delta). The black dashed lines represent time-mean levels
of momentum thickness that were measured in steady flow.

For the case of the lower FSTI (Fig. 12), both cases of the
relative phase angle discussed previously (120.0 deg and
300.0 deg) brought similar levels of time-mean momentum thick-
ness (see Fig. 5). This is because of a specific balance in the loss
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Fig. 13 Traces of ensemble averaged momentum thickness
measured at s/S,=0.96, Re,;s=1.6X10%, F,.4=0.46, Tu;=4.0%,
d-po=120.0 deg, ¢-¢,=300.0 deg, and single wake

contributions of particular (transitional) periods of the flow. Here
at low FSTI, the case of ¢-¢y=120.0 deg does not differ signifi-
cantly from the case of a single wake. Higher loss levels than in
the wake-only case are observed in the region between B and E
(due an earlier breakdown of roll-up vortices). In the region be-
tween E and F (transition beneath the rear portion of the wake),
the loss levels are not changed. At these times between E and F,
the transition occurs due to a combination of TS instability and
wake turbulence that while diffusing through the boundary layer
may act as a catalyst in process of TS breakdown.

Figure 12 also shows that in region between F and G, the loss
for the case of the ¢-¢y=120.0 deg is reduced when compared to
the case of a single wake. This is due to the calmed region that
persists further downstream, due to the milder adverse pressure
gradient, which exists between F and G at this relative phase
angle. Following G, where the potential field influence switches
between decelerative and accelerative phases, the loss rises above
the wake-only levels.

In the region between G and A (1/ 7p=1.50—1.70), the loss in
the case of ¢-¢y=300.0 deg remains at the wake-only levels.
Later in time (i.e., after ¢/ 7y=0.75), the loss rapidly rises. This
rise, however, occurs later in time (by approximately 0.05) than in
the wake-only and ¢-¢,=120.0 deg cases. The shorter temporal
extent of this high loss region between A and E is related to the
lack of roll-up vortices at ¢-@,=300.0 deg.

For the case of ¢-¢y=300.0 deg, the most pronounced loss
increase occurred in the time between #/ 7,=1.05—1.50. Hot film
data have shown that the transition beneath the rear part of the
wake on average has occurred not only further upstream than in
the case of ¢-¢py=120.0 deg (higher peak value in Region E-F)
but also later in time. Furthermore, the instability waves seen at
5/89=0.65 and 5/S(,=0.761 further downstream have corrupted
the calmed region, thereby promoting its transition at a further
upstream position than in the case of ¢-¢y=120.0 deg (see Fig.
10 at 5/57=0.823 at G).

The maximum loss at the lower FSTI has occurred for the case
of ¢-¢y=217.5.0 deg. The time trace of the momentum thickness
(triangles in Fig. 12) shows a significantly increased loss between
B and G when compared with trace for ¢-¢y=120.0 deg (mini-
mum loss). Unfortunately, there are no other data for this relative
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phase angle. However, based on the behavior observed for the
other two cases of ¢-¢, it is postulated that the higher loss in
region between B and G results from a combination of the more
upstream occurrence of the rollup vortices (the Period B-E is
similar to the case of 120.0 deg) and a further upstream and ear-
lier in time occurrence of the transition responsible for the loss
beneath the rear part of the wake (E-F). The earlier breakdowns
could be due to a more severe adverse pressure gradient.

For the case of the higher FSTI, which is presented in Fig. 13,
the relative contribution to the mean level of loss from the par-
ticular regions is similar to that discussed above for the case of the
low FSTI. For the relative phase angle of ¢-¢,=300.0 deg, the
benefit of the calmed region is much reduced compared to the
wake-only case. This degeneration of the calmed region occurs
due to an increased adverse pressure gradient caused by the down-
stream potential field. This is unlike the case of ¢-¢h
=120.0 deg, where between ¢/ 75=0.85—1.50 the loss is signifi-
cantly reduced. This reduction of the loss is due to a significantly
decreased severity of the adverse pressure gradient that results
from in-phase behavior at the peak suction point (see Fig. 7). Such
configuration enables the laminar flow to exist as far as s/
=0.823 (¢/79=0.10-0.40) (see Fig. 11). Furthermore, the equal
peak values of 6 between E and F suggest that at the higher FSTI
the onset of the wake-induced transition beneath the rear portion
of the wake (around H in Fig. 11 at s/5,=0.65) is insensitive to
the pressure gradient and velocity variation such as those resulting
from the relative phase angle setting. Therefore, the main effect of
the downstream potential field is to extend or corrupt the calmed
region by decreasing or increasing, respectively, the severity of
the adverse pressure gradient during times when the calmed re-
gion is present. This directly affects the profile loss.

Conclusions

The experimental data presented in this paper have shown that
for closely spaced blade rows, downstream moving wakes and
upstream propagating potential fields interact in the blade passage
of an intermediate blade row. The resulting interaction will affect
the profile loss.

It has been shown that velocity perturbation fields due to the
two types of disturbance are superposed. The effect on the profile
loss depends on the relative phase angle of the two disturbances.
When the periodic perturbations in velocity and pressure due to
each type of disturbance are in phase near to the peak suction
point on the blade surface, a strong oscillation of the downstream
adverse pressure gradient occurs. On the other hand, when the
perturbations are out of phase, the peak-to-peak perturbations in
the pressure along the rear part of the suction surface are reduced.
Although, the magnitude of perturbations reduces, the more ad-
verse pressure gradient now occurs twice as often during 1 cycle
of the combined interaction.

The boundary layer in both cases of FSTI tends to separate in
response to the approaching wake. Independently of the FSTI, the
loss in the wake path constitutes the highest contribution to the
suction surface loss budget. Clocking can be used to reduce this
loss in the wake path. This is achieved by reducing the adverse
pressure gradient before the wake arrival. This is achieved with an
“out-of-phase” arrival of upstream and downstream disturbances
at the peak suction point. In these circumstances, the resulting
reduced severity of the adverse pressure gradient limits the inflex-
ional tendency in the boundary layer. This helps in avoiding the
formation of large roll-up vortices, and the higher loss that is
associated with the vortex breakdown.

Reducing the severity of the adverse pressure gradient in front
of the wake means that it is increased when the wake has passed.
This promotes a further upstream transition and extends the tur-
bulent wetted area. Therefore, the relative phase angle between
wakes and potential field disturbance can be chosen (optimized) to
reduce the suction surface boundary layer loss.

Journal of Turbomachinery

The effect in a multistage LP turbine of the combined interac-
tions can be to alter the performance. The maximum efficiency
improvement can be of the order of 0.25%, while the mean benefit
resulting form combined interaction will be equal to 0.125%. This
mean level will occur in the case of the mismatched blade num-
bers due to the variation around the annulus in the relative phase
angle between the upstream and downstream disturbances.
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Nomenclature
C = profile chord (m)
= downstream bar diameter (mm)
= reduced frequency
= pressure (Pa)
surface length (mm)
= period (s)
= velocity (m/s)
Reynolds number
turbulence intensity (%)
= upstream bar diameter (mm)
= blade span (mm)
= blade pitch, surface length (mm)
= time (s)
flow angle (deg)
momentum thickness (mm)
flow coefficient or phase angle
density (kg/m?3)
= shear stress or period (s)
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Subscripts

= freestream
total

inlet
outlet
pressure
= wall

= axial

= isentropic
= reduced
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Others
= ensemble averaged-x
= time mean-x
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Numerical Study
of Turbulent-Spot Development
in a Separated Shear Layer

The development of turbulent spots in a separation bubble under elevated freestream
turbulence levels is examined through direct numerical simulation. The flow Reynolds
number, freestream turbulence level, and streamwise pressure distribution are typical of
the conditions encountered on the suction side of low-pressure turbine blades of gas-
turbine engines. Based on the simulation results, the spreading and propagation rates of
the turbulent spots and their internal structure are documented, and comparisons are
made to empirical correlations that are used for predicting the transverse growth and
streamwise propagation characteristics of turbulent spots. The internal structure of the
spots is identified as a series of vortex loops that develop as a result of low-velocity
streaks generated in the shear layer. A frequency that is approximately 50% higher than
that of the Kelvin—Helmholtz instability is identified in the separated shear layer, which is
shown to be associated with the convection of these vortex loops through the separated
shear layer. While freestream turbulence is noted to promote breakdown of the laminar
separated shear layer into turbulence through the generation of turbulent spots, evidence
is found to suggest coexistence of the Kelvin—-Helmholtz instability, including the possi-
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bility of breakdown to turbulence through this mechanism. [DOI: 10.1115/1.2812948]

1 Introduction

Laminar-to-turbulent transition in a separated shear layer has
been shown to occur under both the natural and bypass modes of
transition. In the natural mode, where transition occurs through
the receptivity of the shear layer to small disturbances, a roll-up of
spanwise vorticity in the separated shear layer is observed, and
subsequent breakdown to turbulence occurs within a region of
high shear between these vortices [1]. When elevated levels of
environmental disturbances are present, be it in the form of
freestream turbulence, surface roughness, or periodic passing of
turbulent wakes, bypass transition occurs whereby turbulent spots
are produced, grow, and merge within the separated shear layer,
leading to reattachment in the form a turbulent boundary
layer [2-4].

The structure of turbulent spots in attached boundary layers has
been examined by many researchers dating back to the work of
Emmons [5] and Schubauer and Klebanoff [6]. Early work con-
sisted of identifying the shape and growth characteristics of spots
in mild pressure gradients and providing conceptual ideas regard-
ing the cause for spot growth and turbulence generation. Yaras [7]
provided a brief review of turbulent-spot research in regards to
attached boundary-layer transition. Recent studies such as those of
Schroder and Kompenhans [8] and Yaras [7] have focused on
identifying coherent substructures within turbulent spots. These
studies provide strong evidence of the presence of organized pat-
terns of hairpin vortices and associated streaky patterns in the
streamwise velocity field within a turbulent spot.

The presence of turbulent spots in separated shear layers has
been observed under conditions with elevated environmental dis-
turbances [2,9-11], from single-point measurements. The internal
structure of the spots has been documented mainly based on arti-
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ficially generated spots through phase-averaged measurements.
Averaging of phase-locked measurements tends to smear out de-
tails of the substructure, unless the spots develop under strongly
favorable pressure gradients, relatively low flow Reynolds num-
bers, and low levels of environmental disturbances such as
freestream turbulence [7]. Artificially generated spots in separated
shear layers have been examined by D’Ovidio et al. [12,13] and
by Watmuff [14] through excitation of a wave packet introduced
upstream of the separation, although Watmuff referred to them as
“vortex loops” rather than “turbulent spots.” In both of these stud-
ies, a dominant frequency emerges from the wave packet as it
convects through the separated shear layer. Watmuff identified a
roll-up of vorticity from this amplified instability, which leads to a
series of vortex loops the structures of which remain coherent as
they convect through the reattached turbulent boundary layer. The
presence of a dominant frequency within the turbulent spot is also
identified in the measurements of D’Ovidio et al. [12,13].

For the purposes of modeling the streamwise and transverse
growth rates of turbulent spots, which are then used as part of
semiempirical schemes for estimating the length of the transition
zone, Gostelow et al. [15] and D’Ovidio et al. [13] proposed mod-
els for the spot spreading half angle « and the spot propagation
parameter o respectively. The spot propagation parameter is de-
fined as

a:tan(a)(é—é) (1)

where a=U,./ U, and b=U,/ U, are the leading-edge and trailing-
edge celerities of the spot, respectively. The models provide the
spot growth parameters as a function the local pressure gradient
parameter A, and are based on measurements of artificially gen-
erated turbulent spots under accelerating and decelerating
freestream conditions. The spot spreading half angle is modeled as

_ 22.14

= 0794 2726050 @

and the spot propagation parameter is modeled as
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Fig. 1 Schematic of computational domain
_ 0.604
o=0.024 + —1 T 500609 (3)
These models have been validated in the range

-0.12<X\y=<0.06 [13].

In the present study, the characteristics and internal structure of
naturally occurring turbulent spots in a separation bubble are ex-
amined. The study is performed using the results of a direct nu-
merical simulation (DNS) in which the streamwise pressure dis-
tribution and turbulence levels are representative of those
prevailing over the suction surface of low-pressure turbine air-
foils. An analysis of the simulation results provides considerable
insight into the internal structure of the turbulent spot as well as
its spreading and convection rates, which are then used to evaluate
the accuracy of semiempirical correlations that are used for esti-
mating the growth and convection characteristics of turbulent
spots.

2 Numerical Method

2.1 Computational Domain and Boundary Conditions.
The computational domain used for the present study is shown in
Fig. 1 and was selected to capture the complete boundary-layer
development along a flat plate with a prescribed streamwise pres-
sure distribution under elevated freestream turbulence conditions.
The configuration is based on an experimental setup used by this
research group in a series of experiments on separated and
attached-flow transition, as outlined by Roberts and Yaras [3]. The
spanwise extent of the computational domain is considerably
smaller than the width of the flat plate used in the experiments.
The inflow boundary condition consists of a 4 X 4 array of square,
uniform-velocity jets of 13 mm width, and 18 mm spacing to
simulate the flow through a turbulence-generating grid that was
used in the experiments. The jet velocity was set to 8.13 m/s,
which provides a mixed-out mean velocity of 4.24 m/s upstream
of the plate leading edge. The leading edge of the no-slip, smooth-
wall computational-domain boundary was placed 325 mm down-
stream of the inflow boundary. Over this streamwise distance, the
simulated grid turbulence decayed to 5% intensity with an integral
length scale of 7 mm, thereby approximating the conditions mea-
sured at the test plate leading edge in the experiments. Over this
initial turbulence-decay region, the computational domain is
bounded in the y (wall-normal) and z (spanwise) directions by
surfaces with periodic flow conditions.

The no-slip smooth-wall boundary of 780 mm length represents
a large streamwise portion of the flat test plate used in the experi-
ments and extends to the computational-domain outlet yielding a
complete domain length of 1105 mm. In the experimental setup,
the pressure distribution was imposed upon the flat test surface
through the use of a contoured shape for the ceiling of the wind-
tunnel test section. For computational efficiency, in the y-axis di-
rection, the computational domain does not extend up to this con-
toured ceiling. Instead, the upper boundary of the computational
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domain was set to an outflow condition with a prescribed static
pressure distribution. The boundary was shaped such that fluid
does not enter the domain through this boundary, allowing the use
of the outflow boundary condition. This shaping was accom-
plished by first estimating the contraction and expansion required
by a wall-bounded domain based on the desired freestream veloc-
ity distribution using a one-dimensional flow assumption. The sur-
face shape selected for the upper domain boundary provides a
greater contraction than that estimated, ensuring no streamlines
enter the upper domain surface.

An area-averaged constant static pressure condition was speci-
fied for the outflow boundary at the downstream end of the com-
putational domain. The location of this boundary was chosen such
that the absence of a convective boundary condition, which allows
for transient flow structures to leave the domain with minimal
deformation, does not affect the flow field within and immediately
downstream of the region of interest.

The domain width of 72 mm was selected such that multiple
turbulent spots can convect and spread through the transition re-
gion without a significant artificial influence of the periodic
boundary conditions imposed on the surfaces bounding the do-
main in the spanwise direction.

2.2 Solution Method. The simulation was performed using
the ANSYS-CFX commercial computational fluid dynamics (CFD)
software package (version 10). Central differencing was used for
discretization of the spatial derivatives, and time discretization
was realized through second-order Euler backward differencing.
Solutions of the continuity and momentum equations at each time
step were converged through an algebraic multigrid scheme
within eight iterations such that the maximum residuals at the end
of each time step were lower than 6 X 107, except very near the
inlet boundary where the maximum residuals were on the order of
107*. rms residual levels were on the order of 107° after each time
step. A general description of the algebraic multigrid method
implemented in ANSYS-CFX is given by Raw [16], and the method
makes use of the additive correction technique of Hutchinson and
Raithby [17]. The method uses a W cycle with a coarsening rate of
approximately 10, thus requiring six grid levels for the present
simulation, which consists of 4.2 X 10° grid elements. The spatial
and temporal resolutions summarized below were chosen such
that the turbulence scales in the turbulent boundary layer down-
stream of the separation bubble are resolved down to about 35
times the Kolmogorov scale. Roberts and Yaras [18] and McAu-
liffe and Yaras [1] demonstrated that this level of resolution is
sufficient to perform DNS of the transition process in separation
bubbles, i.e., without explicit modeling of subgrid turbulence.
Their simulations demonstrated a good agreement with experi-
ment with regard to the shape and extent of the separation bubble,
the streamwise velocity spectra, and the laminar-to-turbulent
breakdown process in a low-disturbance environment. The present
simulations were therefore performed in this DNS framework.

2.3 Spatial Grid. In mapping a structured spatial grid onto
the computational domain, the domain was subdivided into three
subdomains, as shown in Fig. 1. The inlet subdomain was dis-
cretized using 262, 57, and 57 nodes in the streamwise, spanwise,
and wall-normal directions, respectively. Equal node spacing of
1.25 mm was used in the streamwise direction for the first
315 mm, and a reduction factor of 0.977 was used in the last
10 mm to ensure minimal node-spacing discontinuity at the plate
leading edge. A near-uniform node spacing of 1.263 mm was used
in the transverse directions, with slight variations implemented in
these spacings to conform to the boundaries of the jets at the
inflow plane.

The acceleration domain was discretized using 401, 73, and 59
nodes in the streamwise, spanwise, and wall-normal directions,
respectively. Equal node spacing of 1 mm was used in the stream-
wise and spanwise directions, and nodes in the wall-normal direc-
tions were clustered closer to the wall to place a sufficient number
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Table 1 Node spacings used in DNS studies involving separa-
tion bubbles (all have y;<1)

Investigators Ax*t Az*
Current study 19 19

Na and Moin [19] 18 11

Alam and Sandham [20] 14,20 6
Michelassi et al. [21] 10 3
Kalitzin [22] 28 19

of nodes in the boundary layer.

The bubble domain was discretized using 404, 73, and 59 nodes
in the streamwise, spanwise, and wall-normal directions, respec-
tively. The streamwise node spacing in the regions 0.40 m<x
<0.55 m and 0.64 m<x<(0.78 m was set to ] mm and was re-
duced to 0.75 mm in the region 0.576 m <x<0.626 m, using a
node-spacing stretch factor no greater than 2%. The wall-normal
spacing was varied along the streamwise direction to ensure that
nodes were clustered within the shear layer.

Based on the turbulent boundary layer near the domain outlet,
y* of the first node off the wall is about 0.5. The corresponding
Azt value is 19, and the Ax* value varies between 14 and 19
through the separation bubble region. As shown in Table 1, the
present streamwise node spacing is comparable to published DNS
studies involving separation bubbles. Furthermore, the present
spatial resolution has been found to be adequate in resolving the
transitional flow structures associated with separation bubbles in a
low freestream disturbance environment [1,18].

2.4 Simulation Time Step and Simulation Duration. A time
step of 0.15 ms was used for the simulation, corresponding to a
Courant number (UAf/Ax) in the freestream over the separated
shear layer of approximately 1.0. The simulation was started on a
two-dimensional grid with a slip wall replacing the no-slip wall to
establish the freestream velocity and pressure field, which was
then used as an initial condition for the computations in the three-
dimensional domain. With this initialization, approximately 5600
time steps were required to reach a “steady-state” condition in
which the freestream turbulence distribution and large-scale prop-
erties of the separation bubble did not change, after which the
simulation was continued for another 4100 time steps. The pre-
sented results are based on data from the last 3200 time steps.
Over this period, running averages of the autocorrelation and
cross correlation of velocity fluctuations within the transition re-
gion show variation by no more than a few percent, providing
confidence that the dominant physical aspects of the transition
process were captured.

3 Results and Discussion

The present discussion of turbulent-spot development in a sepa-
rated shear layer is focused on results of a DNS for which the
streamwise pressure distribution and flow Reynolds number are
representative of those observed over the suction surface of low-
pressure turbine airfoils. Figure 2 presents the freestream velocity
distribution and turbulence levels observed in the simulation. The
Reynolds number based on the momentum thickness and
boundary-layer edge velocity at the time-averaged location of
boundary-layer separation (x;=0.518 m) is 335. At this stream-
wise location, the freestream Mach number is 0.02, and the
freestream turbulence integral length scale and intensity are
0.011 m and 1.45%, respectively. The streamwise rate of decay of
freestream turbulence downstream of the simulated turbulence
grid at the inflow boundary is consistent with grid-generated tur-
bulence in wind tunnels [23], and a slight anisotropy of the tur-
bulence is observed. Above the plate leading edge (x=0 m,
y=0.015 m) where the turbulence intensity is 5.1%, the stream-
wise fluctuation levels are 10% higher than those in the other two
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Fig.2 Streamwise distributions of freestream velocity and tur-
bulence intensity

coordinate directions, which is consistent with what has been ob-
served downstream of turbulence-generating grids of similar con-
figuration [23]. The strong streamwise acceleration over the for-
ward part of the flat plate causes a reduction in this streamwise
turbulence intensity, providing a streamwise turbulence level at x;
that is 10% lower than those associated with the wall-normal and
spanwise components of velocity.

In the present simulation, transition in the separated shear layer
is observed to occur through the bypass mode. In this mode, dis-
turbances that penetrate the shear layer undergo an algebraic
growth followed by viscous decay, unless they manage to grow to
sufficiently high amplitudes to yield a turbulent spot. This path to
transition is also referred to as transient growth or nonmodal
growth, with the latter referring to the fact that this mode is not
predicted as one of the eigenmodes of the solution of linearized
theories based on the Orr—Sommerfeld and Squire equations. A
velocity time trace from within the transition region is shown in
Fig. 3 and compared with a time trace from an experimentally
measured separation bubble under very similar Reynolds number
and freestream turbulence conditions. The two traces in Fig. 3 are
representative of signals from their respective cases with an inter-
mittency level of approximately 0.5. A good agreement is ob-
served for both the occurrence and the time duration of turbulent
spots convecting past the particular location. In the present case,
the generation of turbulent spots is observed to occur over a range
of streamwise locations. Figure 4 shows a histogram of turbulent-
spot origins along with the streamwise intermittency distribution.
The vertical height of bars in the histogram represent the fraction

/

turbulent spot

-0.54 Experiment

calmed region

-0.54 Simulation

T T T

0 0.1 0.2 t[s] 0.3 04

Fig. 3 Comparison of simulated and measured velocity time
traces with an intermittency of 0.5 (experimental data from a
test case of Roberts and Yaras[2])
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origin histogram through the bubble region

of observed spots that are produced within the streamwise range
defined by the bar width. This histogram is based on the observa-
tion of more than 50 distinct turbulent spots in the separated shear
layer, which is on the same order as the number of spots required
for statistical averaging, as identified by Yaras [7] in an experi-
mental analysis of artificially generated turbulent spots. Averaged
velocity profiles through the bubble region, along with a line con-
taining the reverse-flow region, are also shown in this figure for
reference, with the coordinate normal to the surface having been
stretched to better illustrate the structure of the separation bubble.
Turbulent spots are noted to be produced along the entire length of
the reverse-flow region. This result is consistent with the experi-
mental results on bypass transition in attached boundary
layers [24]. These observations suggest that extending the concen-
trated breakdown hypothesis, often utilized in the modeling of
natural transition in attached boundary layers, to apply to the by-
pass transition mode cannot be readily justified. It is also noted
that transition completion occurs approximately 50% of the
reverse-flow length downstream of reattachment.

Unlike separated shear layers in low-disturbance environments,
where separation generally occurs at a fixed streamwise
location [1,25], the instantaneous separation point under elevated
freestream turbulence varies both in time and in the spanwise
direction. This variation is demonstrated in Fig. 5(a), which shows
an x-z plane corresponding to the location of the first node off the
wall, and in Fig. 5(b), which shows a z-y plane at the time and
spanwise-averaged streamwise location of separation. Figure 5(a)
shows streamwise streaks of alternating forward and reverse flow
along the averaged streamwise location of separation, with the
latter represented by the white contour regions. These streaks are
associated with streamwise vorticity in the shear layer which
transfers low-momentum fluid away from the wall and high-
momentum fluid toward the wall. The fluctuations and vortical
structures associated with these streamwise streaks are identifiable
in the y-z plane of Fig. 5(b) by the v’ and w’ fluctuation vectors.
In this plane, the white contour regions near the surface represent
reverse flow. Through a theoretical analysis, Ustinov [26] con-
cluded that a laminar boundary layer is most receptive to low-
frequency longitudinal vorticity modes of disturbances. The domi-
nant presence of longitudinal vortical structures in the boundary
layer of the present results, as observed in Fig. 5(b), does indeed
suggest that the component of freestream turbulence fluctuations
with longitudinal vorticity is most readily received by the bound-
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Fig. 5 Unsteadiness of separation location: (a) z-x near-wall
plane and (b) z-y plane at the averaged separation location

ary layer. A variation in time of the spanwise-averaged separation
location is observed to occur over a range of 0.02 m (42% of
time-averaged bubble length). A similar variation was observed by
Alam and Sandham [20] in a DNS study of a separation bubble
where perturbations were introduced through the wall upstream of
separation, providing a disturbance level similar to freestream tur-
bulence.

The streaks shown in Fig. 5 have also been observed in attached
laminar boundary layers exposed to freestream turbulence, start-
ing with the work of Klebanoff [27], hence the identification of
these flow structures as Klebanoff modes in some of the published
literature. They originate near the leading edge of the flat plate, as
this is a receptivity site where the mean flow changes rapidly [28].
Spanwise spacing of the streamwise streaks is comparable to the
boundary-layer thickness prior to separation. This is similar to
what has been observed by Matsubara and Alfredsson [29] in
attached laminar boundary layers under elevated freestream turbu-
lence conditions.
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Fig. 6 Vortex loops within a turbulent spot

As the aforementioned streamwise streaks convect through the
separated shear layer, a secondary instability develops and pro-
vides conditions that are favorable for turbulent-spot generation.

00
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contour lines: velocity fluctuation
(contour interval is 0.5 m/s)
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As a low-speed streak passes through the shear layer, a localized
roll-up of vorticity occurs around the streak, resulting in a series
of vortex loops, which provide an exchange of momentum toward
the surface. In the early stage of spot development, these vortex
loops closely resemble those generated by Watmuff [14] by a
low-disturbance wave packet convecting through a separated
shear layer. Figure 6 shows the structure of one such spot. The
vortex loops are identified by isosurfaces of negative pressure
fluctuation (dark contour surfaces). The small-scale structures ap-
parent to the sides and downstream of the spot are associated with
turbulence activity downstream of reattachment.

Within the turbulent spot, the vortex loops provide the mecha-
nism for momentum exchange across the shear layer. In a series of
y-t and z-7 plots, the internal structure of the turbulent spot from
Fig. 6 is presented in Fig. 7. The low-speed streak is apparent as
dark contour regions in both the y-f and z-f planes. A roll-up of
vorticity occurs around this low-speed streak, which pulls fluid
inward, resulting in a patch of reattached fluid that convects
through the separated shear layer. This patch is identified by the
time interval in the y-7 plots during which light contour regions
are observed very close to the surface. The structure within the
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Fig. 7 Turbulent-spot growth as observed in the y-t and z-t planes
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Fig. 8 Schematic of vortex loop structure during the early de-
velopment of a turbulent spot

spot is dominated by the vortex loops shown in Fig. 6, which can
be identified by the pressure perturbation contour lines in the z-¢
plots of Fig. 7. Although the spot originates near x=0.54 m, the
primary vortex loop located at the leading edge of the spot is not
clearly identified until after x=0.55 m. In the z-r plot for
x=0.559 m, this vortex loop is identified, and the legs of the other
two dominant vortex loops are visible. As the spot propagates
downstream into the reattached boundary layer, its structure be-
gins to contort and break down due to vortical diffusion within the
surrounding boundary layer and freestream. However, the basic
vortex-loop structure of the spot remains coherent downstream of
reattachment, with loop legs still being identifiable at
x=0.574 m in Fig. 7.

Of the spots observed in the simulation, generally three domi-
nant vortex loops develop about the low-speed streak, as seen in
Fig. 6. Figure 8 shows a schematic of the vortex-loop structures
within a turbulent spot during an early phase of its growth. This
schematic has been interpreted from examining multiple spots oc-
curring in the present simulation. The primary vortex loop located
at the leading edge of the spot is lifted away from the surface, and
is reminiscent of the hairpin vortex substructure observed in tur-
bulent boundary layers [30]. Upon lifting away from the surface,
the primary vortex loop extends further into the freestream than
the subsequent loops, where it convects at a relatively higher rate
due to the higher freestream velocity. The legs of the primary
vortex loop extend toward the wall where they point in the up-
stream direction. The secondary and tertiary vortex loops are ori-
ented with their legs pointing in the downstream direction. The
primary vortex loop induces a velocity in the flow region between
its legs such that low-momentum fluid in close vicinity of the wall
is ejected upward, away from the wall. This creates a blockage for
the shear-layer fluid upstream of the primary vortex loop, result-
ing in wrapping of the vorticity associated with that fluid around
this ejected fluid, thereby forming the secondary and tertiary vor-
tex loops with their legs pointing in the downstream direction.
Although three vortex loops are shown in the schematic of Fig. 8,
sometimes only the primary and secondary loops are observed and
sometimes there are signs of a weak fourth loop upstream of the
tertiary loop. The internal structure identified here for a turbulent
spot in a separation bubble shares similarities with the vortex-loop
patterns observed by Watmuff [14] in an experiment of artificially
generated spots in a separated shear layer and, apart from consist-
ing of vortical structures, does not show a strong resemblance to a
turbulent spot developing in an attached boundary layer [7,8].

The dominant mechanism of transition in the present case is the
production and growth of turbulent spots. However, the Kelvin—
Helmholtz (KH) instability mechanism that occurs under low-
disturbance conditions is still active. Near and downstream of the
time-averaged reattachment, there are no distinct turbulent spots
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Fig. 9 Power spectra of (a) velocity and (b) static pressure

produced (as observed in the spot origin histogram of Fig. 4), but
turbulence is still observed in the interspot regions. This turbu-
lence may be linked to the rapid breakdown process that is typical
of KH dominated transition [1]. The distinct large-scale spanwise-
oriented vortices (also known as Kelvin cat eyes) generally asso-
ciated with KH instability growth are difficult to discern within
the spatial structure of the shear layer. However, the frequency of
the KH instability is observed in a spectral analysis of the sepa-
ration bubble. Figure 9 presents the power spectra of both velocity
and static pressure at several streamwise locations through the
separation bubble region, with x’ representing the streamwise dis-
tance from the averaged separation location (x’=x-x,). Shortly
downstream of the separation (x’=0.016 m), during the early
stages of transition, several peaks are observed and identified in
the power spectrum. These peaks are more pronounced in the
spectrum of static pressure (Fig. 9(b)), and the four most dominant
peaks are identified. The frequencies about which these peaks ap-
pear are 180 Hz, 270 Hz, 360 Hz, and 630 Hz and are associated
with the maximum amplified frequency of the KH instability
(180 Hz) along with its harmonic (360 Hz), the vortex loop pass-
ing frequency (270 Hz), and the frequency corresponding to the
integral time scale of freestream turbulence (630 Hz). The KH
frequency observed in Fig. 9 corresponds to a Strouhal number,
based on separation conditions (Sry=16,/U,,), of 0.018, which is
in close agreement to the value of 0.016 identified by Ho and
Huerre [31] for planar free shear layers in which the KH instabil-
ity mechanism dominates. The identification of the frequency as-
sociated with the integral time scale of freesteam turbulence was
not expected, as the power spectrum of the freestream turbulence
is smooth with no distinct peaks. This peak may be linked to some
other mechanism and warrants further investigation. There is also
an additional peak at 460 Hz in the spectrum of velocity at
x"=0.016 m. In examining the spectra for the individual velocity
components (not presented), this peak is only present in that for
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the streamwise component of velocity and it is yet unknown what
causes this peak to emerge. At and downstream of the time-
averaged reattachment (x’=0.048 m), a broad spectrum is ob-
served with no distinct peaks.

One goal of the present study is to validate the turbulent-spot
growth models of Gostelow et al. [15] and D’Ovidio et al. [13]
used in the semiempirical intermittency-based transition model of
Roberts and Yaras [32]. Figure 10 shows the variation in spot
spreading half angles observed in the simulation, as compared
with the value obtained from Eq. (2). The “effective origin” x¢ o
plotted on the abscissa is the streamwise location from which lines
emanating at = the spot spreading half angle align with the spot
extremities. This is upstream of the true streamwise origin, which,
as seen in Fig. 7, is not a point source. However, the use of an
effective origin allows an assessment of any spot spreading varia-
tion with downstream distance. The spot extremities have been
identified wusing the wall-normal component of velocity
fluctuation (v’), with a threshold value of =0.2 m/s (3% of U,).
For the levels of Thwaites’ pressure gradient parameter observed
in the initial part of the separation bubble (\y=~—0.2), the model
of Gostelow et al. predicts a spot spreading half angle « of
32 deg, whereas the average value in the present simulation is
22 deg. Although the threshold used by Gostelow et al. in identi-
fying the spot edge is slightly different (4% of U,), they observed
negligible sensitivity to this threshold over a range of 2—-15% of
U,. The spot spreading half angles identified in the current case
are consistently lower than that predicted by the model and do not
show an apparent trend with streamwise distance. In the present
case, the spot spreading angles have been extracted while the spot
propagates and grows in a nonturbulent region of the separated
shear layer. Identifying the spot extremities in a turbulent sur-
rounding is difficult and highly subjective. Upon closer inspection
of the data from which D’Ovidio et al. extracted « for their sepa-
ration bubble cases, the spreading angle prior to the spot entering
the turbulent part of the undisturbed separation bubble is observed
to be lower than that in the turbulent region by about 5—10 deg.
Thus, in the region of the separated shear layer where the turbu-
lent spots grow in the absence of any other turbulence activity in
the interspot regions, the spreading rate observed in the present
simulations and that extracted from the experimental data of
D’Ovidio et al. are in good agreement. On this basis, the present
simulation results are judged to be supportive of the use of Eq. (2)
for estimating the transverse spreading rate of turbulent spots in
separated shear layers.

The leading- and trailing-edge celerities of the observed turbu-
lent spots were extracted to assess the spot propagation parameter
model of D’Ovidio et al. (Eq. (3)). The experiments from which
this model was developed used phase-averaged measurements of
artificially generated turbulent spots, from which distinct spot
boundaries can be identified. Such phase averaging is not possible

Journal of Turbomachinery

a) y=0.008m

head of primary
vortex loop

0.62

0.27 1
@,
o
S
0251 5%
\@q\‘b) ’,go .
7 0.5 ||
7 trajectory of tertiary 0.0
vortex loop
0.25 T T T
0.52 0.54 0.56 0.58 5 [m] 0.60 0.62 0.64
Fig. 11 Identification of spot celerities: (a) leading edge and

(b) trailing edge

for the present case due to the range in streamwise spot origins
and the difficulty in identifying and matching a specific phase
during the spot growth period. The identification of the leading
and trailing edges of the spots in the present case is therefore more
difficult and subjective. Figure 11 shows x-t plots along the cen-
terline of the spot previously examined in Figs. 6 and 7. The
celerities shown as dashed lines in Fig. 11 are a “best fit” based on
many of the spots identified in the simulation, and happen to
provide a very good match to the spot shown through the flood
plots. The spot leading edge has been identified as the downstream
side of the primary vortex loop head, which is convected through
the shear layer at the highest rate of any point in the turbulent
spot. In Fig. 11(a), the primary vortex loop head is identified by
high negative values of the spanwise component of vorticity (dark
contour regions). The leading-edge celerity based on this criterion
is 0.8 £0.05.

Gostelow et al. [15] and D’Ovidio et al. [13] identified the spot
trailing edge based on rms fluctuation levels within the spot. In
examining their data, the trailing edge is noted to be consistent
with the trajectory of the high-velocity phase-locked perturbation
peak leading the calmed region. From the spots identified in the
present case (see Fig. 11(b)), a distinct trajectory can be identified,
upstream of which near-wall streamwise velocity levels are sig-
nificantly reduced from those observed within the turbulent spot.
The spot trailing-edge celerity is quantified on the basis of this
trajectory. While the vortex loops within the spot convect at a
higher rate than the spot trailing edge, which was also observed by
D’Ovidio et al., weaker vortex loops and/or random fluctuations
are evident between the tertiary vortex loop and the spot trailing
edge. The best fit trailing-edge celerity of the present case is
0.35+0.05.

The spot propagation parameter for the present case is
0=0.65*0.2. The high uncertainty in o is due to subjectivity
associated with identifying the leading-edge and trailing-edge ce-
lerities. However, the extracted value agrees well with Eq. (3),
which predicts a value of 0.63 for the pressure gradient parameter
observed through the bubble region of the present investigation
(Ng=-0.2).
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4 Conclusions

Transition in a separation bubble associated with the production
and growth of turbulent spots has been examined through DNS.
The computational model was set up to approximate a wind-
tunnel test case, and the computed transition process was con-
firmed to be consistent with experimental observations. The
freestream turbulence that was produced through a turbulence grid
in the wind-tunnel experiments was reproduced in the computa-
tions by extending the computational domain in the upstream di-
rection to the location of the turbulence grid, where the inflow
boundary was set up in the form of an array of square jets to
mimic the flow behavior through the actual turbulence grid.

Transition is observed to occur through the production, growth,
and propagation of turbulent spots within the separated shear
layer. The production of the spots occurs through the interaction
of freestream turbulence eddies with the separated shear layer. In
this bypass mode of transition, a distributed streamwise break-
down is observed, with turbulent spots produced along the entire
length of the separated shear layer. Transition completion is ob-
served approximately 50% of the bubble length downstream of
the time-averaged reattachment location.

The internal structure of a turbulent spot in the separated shear
layer is identified as a series of vortex loops, which develop
around low-speed streaks within the separated shear layer. The
primary vortex loop has a structure similar to the hairpin vortex
structures observed in the inner regions of turbulent boundary
layers. Unlike the primary vortex loop whose legs extend in the
upstream direction, the legs of the secondary and tertiary vortex
loops extend in the downstream direction as a result of being
dragged and stretched around a column of low-momentum fluid
ejected upward between the legs of the primary loop. Once the
spot convects into the turbulent boundary layer, much of the co-
herence in the vortex loops is lost due to vortex stretching, mixing
with other turbulent spots, and/or mixing with turbulence gener-
ated through the KH breakdown process. While in this present
case of elevated freestream turbulence the transition process in the
separated shear layer appears to be dominated by the production
of turbulent spots through the bypass mechanism, in the rear por-
tion of the separation bubble there is evidence of breakdown in
the interspot regions that resembles the pattern observed in KH-
type instability of separated shear layers in low-disturbance envi-
ronments. In each turbulent spot, a distinct frequency has been
identified with the passing of vortex loops, which in the current
case is approximately 50% higher than that associated with the
KH instability of the separated shear layer.

A good agreement with the spot spreading half-angle model of
Gostelow et al. [15] and the spot propagation parameter model of
D’Ovidio et al. [13] has been observed. These models are there-
fore further recommended for use in semiempirical intermittency-
based transition models.
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Nomenclature
a = leading-edge celerity=U,./U,
b = trailing-edge celerity =U,./ U,
f = frequency
t = time
Tu = turbulence intensity
U = velocity magnitude
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u = x-velocity component

v = y-velocity component

w = z-velocity component

x = streamwise coordinate

x" = separation-referenced streamwise coordinate
=xX—X;

Xoeff = hypothetical point origin of turbulent spot

y = wall-normal coordinate

z = spanwise coordinate

a = spot spreading half angle

Ny = Thwaites’ pressure gradient parameter
=(6*/v)(dU,/ dx)

v = kinematic viscosity

Q, = spanwise vorticity=dv/dx—du/ dy

¢ = momentum thickness
o = spot propagation parameter (Eq. (1))
Subscripts
e = boundary-layer edge
r = reattachment
ref = reference condition (x=0 m,y=0.036 m,
z=0 m)
s = separation
Superscripts
+ = wall-scale coordinate
" = fluctuation quantity
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The Effect of Combustor-Turbine
Interface Gap Leakage on the
Endwall Heat Transfer for a
Nozzle Guide Vane

To enable turbine components to withstand high combustion temperatures, they are
cooled by air routed from the compressor, which can leak through gaps between compo-
nents. These gaps vary in size from thermal expansions that take place. The leakage flow
between the interface of the combustor and the turbine, in particular, interacts with the
Sflowfield along the endwall. This study presents measurements of adiabatic cooling effec-
tiveness and heat transfer coefficients on the endwall of a first vane, with the presence of
leakage flow through a flush slot upstream of the vane. The effect of axial contraction of
the slot width due to thermal expansion of the engine was tested for two blowing rates.
Contracting the slot width, while maintaining the slot mass flow, resulted in a larger
coolant coverage area and higher effectiveness values, as well as slightly lower heat
transfer coefficients. Matching the momentum flux ratio of the leakage flow from the
nominal and contracted slot widths lowered both cooling effectiveness and heat transfer
coefficients for the contracted slot flow. Comparison of the coolant coverage pattern to
the measured endwall shear stress topology indicated that the trajectory of the slot
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coolant was dictated by the complex endwall flow. [DOI: 10.1115/1.2812950]

Introduction

To achieve high efficiency and maximum power output, the
temperature of the combustion gases entering the turbine section
of a gas turbine engine must be as high as possible, while ac-
knowledging the limitations of material strength and durability.
This subjects the turbine section components to high heat loads,
which must be managed by cooling, since turbine inlet tempera-
tures are generally well above the melting point of the metal.
Relatively cool air is bled from the compressor and routed to the
turbine components, where it provides internal and external cool-
ing. Cooling is particularly important on the endwall of a turbine
vane or blade, since the complex flow in that region results in high
heat transfer rates, and also tends to sweep coolant away from the
endwall surface.

Assembly of individual turbine components inherently results
in gaps between parts. The large operational range of a gas turbine
results in significant thermal expansion, making these gaps diffi-
cult to seal. Furthermore, the temperature profile exiting the com-
bustor may not be uniform, leading to additional thermal expan-
sion issues. Since leakage of the hot combustion gases into the
gaps is detrimental to engine durability, high-pressure compressor
bleed air is purged through the gaps. Purge flow, however, results
in a loss in turbine efficiency since it does no useful work, and it
is desirable to minimize this flow.

One gap that must be considered is between the combustor and
the first stage of the turbine section. In addition to preventing hot
gas ingestion, purge flow through the combustor-turbine interface
gap can provide some cooling to the endwall of the turbine vane.
However, the trajectory of this coolant is influenced by the com-
plex endwall flowfield. Thermal expansion of the combustor-

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF TURBOMACHINERY. Manuscript received June 15, 2007; final manu-
script received June 26, 2007; published online August 4, 2008. Review conducted
by David Wisler. Paper presented at the ASME Turbo Expo 2007: Land, Sea and Air
(GT2007), Montreal, Quebec, Canada, May 1417, 2007.

Journal of Turbomachinery

Copyright © 2008 by ASME

turbine interface gap during engine operational cycling also influ-
ences purge flow and changes the heat transfer experienced by the
endwall.

This paper discusses the effects of leakage flow on turbine
vane-end-wall heat transfer, for a combustor-turbine interface gap
with axial thermal expansion. Also considered is the effect of
moving the interface far upstream of the turbine vanes.

Relevant Past Studies

The endwall flowfield of a first stage turbine vane consists of
unique features that contribute to high heat transfer and aerody-
namic losses. Although there are slight differences in detail, flow-
field studies by Langston [1], Sharma and Butler [2], Goldstein
and Spores [3], and others concur on the dominant structures in
the endwall region for an approach flow that is uniform with a
two-dimensional boundary layer. The incoming boundary layer on
the endwall rolls up into a horseshoe vortex at the leading edge of
the vane. The horseshoe vortex splits into suction and pressure
side legs where the pressure side leg develops into a passage
vortex. These vortical structures and their interaction (generally
termed “secondary flows”) are sources of aerodynamic loss in the
cascade; furthermore, they sweep coolant from the endwall and
increase endwall heat transfer coefficients.

Graziani et al. [4], Kang et al. [5], and Ames et al. [6] presented
results of endwall heat transfer influenced by secondary flows.
Measurements of heat transfer coefficients indicated regions of
high heat transfer at the blade leading edge, and adjacent to the
suction side of the airfoil downstream of the passage throat. All of
the investigators attributed the high heat transfer coefficients to
the effects of the horseshoe and passage vortices. Goldstein and
Spores [3] used naphthalene mass transfer to infer heat transfer
coefficients and deduced the existence of additional corner vorti-
ces along the suction side of the vane.

Coolant leakage was investigated by Blair [7] who presented
endwall heat transfer from flow through a two-dimensional slot
upstream of a linear cascade. Measured endwall heat transfer co-
efficients were similar with and without the additional slot flow.
However, measurements of adiabatic effectiveness over a range of
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blowing ratios revealed that coolant accumulated along the suc-
tion side of the vane in the passage. Granser and Schulenberg [8]
and Knost and Thole [9] reported similar trends of coolant accu-
mulation. Computational predictions by Knost and Thole [10] in-
dicated that streamline paths near the endwall became increas-
ingly more directed toward the pressure side of the vane passage
as flow rates increased through their upstream slot configuration.

Studies have been completed with upstream leakage in a con-
toured endwall vane cascade, where the contour serves to accel-
erate the flow and thin the boundary layer with the aim of re-
ducing secondary flows. Burd et al. [11] found that coolant effec-
tiveness levels and coolant coverage were increased for higher
coolant ejection rates from an upstream flush slot on their con-
toured endwall. They conjectured that the momentum of the slot
coolant at higher flow rates enabled it to avoid being entrained
into the secondary flow vortices.

The only known study of thermal expansion of the combustor-
turbine gap in the axial direction is Cardwell et al. [12]. Cardwell
et al. found that adiabatic cooling effectiveness coverage area was
a function of slot momentum flux ratio, but effectiveness levels
were dependent on the slot mass flow ratio.

The axial location of an upstream slot has also been shown to
be important in the interaction of slot flow with secondary vorti-
ces. Kost and Nicklas [13] and Nicklas [14] presented aerody-
namic and heat transfer measurements for upstream slot and pas-
sage discrete hole film cooling in a transonic cascade. For slot
coolant ejection at 1.3% of the core flow rate and no passage film
cooling, they found that the slot flow intensified the horseshoe
vortex and increased heat transfer coefficients by nearly three
times that of no slot flow. They attributed this dramatic increase to
the fact that their slot, at 0.2C,, upstream of the vane, was inten-
sifying the horseshoe vortex by injecting at the separation location
on the endwall. Kost and Mullaert [15] studied the same airfoil
geometry, but moved the flush slot to 0.3C,, upstream of the vane.
They found that for this configuration, slot flow stayed closer to
the endwall and provided better cooling than flow from the slot
located at 0.2C,, upstream of the vane.

The study reported in our paper expands upon the work of
Cardwell et al. [12] by including heat transfer coefficient and
shear stress measurements. It is also important to note that the slot
locations relative to the vane differ between this study and that of
Cardwell et al. [12], which will be addressed.

Experimental Facility and Methodology

Endwall friction coefficients, adiabatic effectiveness, and heat
transfer coefficients were measured in a closed-loop, low-speed
wind tunnel, depicted in Fig. 1 and previously described by Card-
well et al. [12]. The flow was driven by a 50 hp axial fan, and
passed through a heat exchanger. A porous plate with 25% open
area diverted flow into the secondary path from the primary flow
path. Note that the tunnel has upper and lower secondary flow
paths; only the top secondary flow path was used in this study. For
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Table 1 Vane geometry and flow conditions
Scaling factor 9
Scaled vane chord (C) 59.4 cm
Axial chord/chord (C,/C) 0.48
Pitch/chord (P/C) 0.77
Span/chord (S/C) 0.93
Inlet Reynolds number (Re;,) 22X 10°
Inlet mainstream velocity (U..j,) 6.3 m/s
Inlet, exit angle 0 deg, 78 deg
Inlet, exit Mach number 0.017, 0.085

adiabatic effectiveness measurements, the primary path was
heated with a 55 kW electrical resistance heater bank to increase
the flow temperature to 45°C. The secondary path was further
cooled with a heat exchanger to 20°C to increase the temperature
differential between the mainstream and coolant leakage flow. To
measure the convective heat transfer coefficients, the coolant and
mainstream temperatures were matched with no primary flow
heating or additional secondary flow cooling needed.

Downstream of the heat exchanger shown in Fig. 1, the primary
flow next passed through several screens and a contraction sec-
tion. The contraction, located 2.9 vane chords upstream of the
vane, reduced the flow area from 1.11 m? to 0.62 m? through
symmetric 45 deg bounding walls. The primary flow area re-
mained constant up to the corner test section.

The corner test section contained two full nozzle guide vanes
and a third partial vane connected to a flexible wall to maintain
the desired pressure distribution along the center vane. The vane
design was a three-dimensional extrusion of a two-dimensional
midspan airfoil geometry. The vanes were scaled up by a factor of
9 to allow for high measurement resolution. The vanes were
manufactured from low-density closed-cell polyurethane foam for
low conductivity. A description of the turbine vane parameters is
given in Table 1.

The boundary layer entering the cascade was measured at a
location 0.63C upstream of the vane stagnation. Table 2 lists the
turbulent inlet boundary layer parameters, which were maintained
throughout this study. The measured inlet turbulence intensity and
length scales were 0.7% and 4 cm (0.07C), respectively. Although
the turbulence intensity is lower than that typically found in an
engine, the effect of turbulence was considered to be of secondary
interest and was not examined in this study.

To simulate the leakage interface between a combustor and a
turbine, a two-dimensional slot was placed upstream of the turbine
vane bottom endwall, as illustrated in Fig. 2. This combustor-
turbine interface gap was based on the geometry presented by
Cardwell et al. [12], and will be referred to as an upstream slot in
this paper. Cardwell et al. [12] based their upstream slot design on
discussions with several industrial contacts. The primary differ-
ence in the slot geometry between our study and that of Cardwell
et al. [12] is the location of the slot relative to the vane stagnation
(0.38C,, for Cardwell et al. [12] compared to 0.77C,, for this
study). The much larger upstream placement of the slot for this
study was necessary to accommodate other end-wall-airfoil geom-
etries.

Table 2 Inlet boundary layer characteristics
Boundary layer thickness/span (&/S) 0.18
Displacement thickness/span (8°/5) 0.025
Momentum thickness/span (6/5) 0.020
Shape factor (8%16) 1.26
Momentum thickness 4138

Reynolds number (Re,)
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Fig. 2 A schematic of the endwall and the combustor-turbine
leakage interface (upstream slot) modeled in this study

Two upstream slot widths were chosen to model the combustor-
turbine interface. The nominal metering width, at a scale that is
nine times that of the engine, was 1.43 cm (0.024C) with a flow
length-to-width ratio of 1.9. The contracted slot metering width
was 50% of the nominal slot width, and will be referred to as the
half slot. The distance of the slot centerline to the vane stagnation
was maintained for both slot widths. Both slots had an injection
angle of 45 deg relative to the endwall.

Coolant was extracted from the top secondary channel of the
wind tunnel by a 2 hp blower and fed to a plenum located below
the upstream slot. To calculate the average mass flow exiting the
slot, the inviscid blowing ratio from the slot was multiplied by an
assumed discharge coefficient of 0.6, which is the commonly ac-
cepted value for flow from a sharp-edged orifice [16]. Note that
the coolant-to-mainstream density ratio was fixed at 1.1 for all
adiabatic cooling effectiveness measurements. The density ratio in
this study is lower than that typically found in an engine; however,
past film cooling research has indicated that jet behavior best
scales with momentum flux ratio. The leakage mass flow ratios
and nominal slot metering width for this study were selected
based on input from industrial contacts, so the blowing and mo-
mentum flux ratios are expected to be representative of engine
values. For the convective heat transfer coefficient measurements,
the coolant was maintained to within 0.1°C of the mainstream
temperature, resulting in a density ratio of 1.0. Table 3 lists the
coolant settings investigated for this paper. Mass flow from the
upstream slot is reported as a percentage of the mass flow entering
a single vane passage.

Endwall Friction Coefficient Measurements. Endwall friction
coefficient measurements were made using oil film interferom-
etry; see the review by Naughton and Sheplak [17], and imple-
mentation of the method in linear cascades by Harrison [18] and
Holley and Langston [19]. Oil-film interferometry (OFI) is based
on the dynamic behavior of a thin oil film. OFI is similar in
concept to oil flow visualization, except that the oil layer is ex-
tremely thin (on the order of visible light wavelengths), and the
height of the oil film is quantified to enable calculation of wall
friction coefficients. The equation used in this study to determine
the friction coefficient is

Table 3 Slot coolant settings

MFR M 1
Nominal slot width 1.0% 0.36 0.13

0.5% 0.19 0.03
Half slot width 1.0% 0.73 0.50

0.5% 0.36 0.13
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To derive Eq. (1), a mass and momentum balance is performed
on a differential control volume aligned with the endwall (limit-
ing) streamline. The mass balance gives the height of the oil and
its average convective velocity as functions of time and distance
along the streamline. Based on an order-of-magnitude analysis for
the oil film, the streamwise momentum can be simplified by rec-
ognizing that the Reynolds number for the oil film is much less
than 1 (thus, the inertial terms are negligible). Then, the momen-
tum equation can be solved for the oil velocity (retaining the
pressure gradient, gravity, and shear terms) by applying no-slip
boundary conditions at the wall-oil interface, and the desired shear
at the air-oil interface. Combining the momentum and mass bal-
ance results yields the thin oil-film equation

2 3
Ohi . d < Toshon i ) -0 @)
ot Is\ 2uen 3

For representative values pertinent to this study (hy;=1 wm,
=100 ¢S, 7,,,=10 Pa, p,=1000 kg/m?, dP/ds=100 Pa/m,
g,=10 m/s?), order-of-magnitude analysis on the terms in the pa-
rentheses of Eq. (2) shows that the shear stress term is at least two
orders of magnitude larger than the other terms, which are then
neglected. For spatially constant shear stress over the region of
interest (reasonable assumptions in this study because of the large
scale and small measurement sizes), the reduced oil-film equation
can be solved by separation of variables for the height of the oil in
terms of the shear stress, distance along the streamline, and time.
Note that the shear stress is nondimensionalized by the inlet dy-
namic pressure before performing separation of variables, so that
the dynamic pressure appears in the integral in Eq. (1). The solu-
tion requires measurement of the oil height only at the end of the
wind tunnel run, since the conditions leading to the final oil-film
thickness are integrated over time.

Fizeau interferometry provides a means of measuring the height
of the oil. Light strikes the surface of the oil film and is reflected
and refracted. The phase difference (¢) between the initially re-
flected and refracted rays will attenuate or augment the rays, cre-
ating interference bands (fringes). The phase difference is related
to the height of the oil by the wavelength of the light rays, the
optical properties of air and oil, and the incident light angle:

Ao 1
ho= | e— 3
o 477( Vn%, = n?, sin’ 0,-) &

oil —

The phase difference between successive fringes is an integer
multiple of 27. The average spacing between successive fringes
(L) is determined by a least-squares cosine fit to the pixel intensity
profile of the fringe pattern [19] to determine the period of the
intensity profile. The location of the friction coefficient measure-
ment in the interferogram is taken as the center of the intensity
profile.

To measure endwall friction coefficients in the cascade, small
silicone oil droplets, nominally less than 5 mm in diameter, were
placed on 0.05 mm thick rectangular sheets of nickel foil that had
been adhered to the endwall (see Fig. 3). For the entire endwall,
three viscosities of silicone oil (100 ¢St, 500 cSt, and 1000 cSt)
were used to maximize the range of the OFI method throughout
the vane passage. The oil viscosity was corrected for temperature
variation during a test (generally less than 4°C) by the correlation
of Naughton and Sheplak [17]. The time history of the cascade
inlet dynamic pressure and the flow temperature were recorded
over the entirety of a test, which nominally took 20 min. The foil
patches were carefully removed after a test and imaged in a fixture
with a nearly monochromatic sodium vapor lamp (A=589,
589.6 nm) to obtain the interferograms. Several tests were re-
quired to obtain over 400 data points on the endwall.

Shear stress vectors were obtained by examining the progres-
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Fig. 3 Example of oil film interferograms on nickel foil, used to
determine endwall friction coefficient magnitude and direction

sion of features in the fringe pattern. For example, a notch in a
fringe will propagate downstream in the direction of the limiting
streamline. Note, however, that measurements were only obtained
on the portion of a fringe that was undisturbed by dust particle
wakes or upstream oil droplets.

The OFI method was benchmarked by measuring friction fac-
tors in fully developed flow in a square channel. Friction factor
measurements agreed with textbook correlations to within 5%
over a wide range of channel Reynolds numbers (25,000 <Rep,
<45,000).

The partial derivative method described by Moffat [20] was
used to calculate uncertainties for the measurements of friction
coefficients. Uncertainty was estimated as dCy==*=5.8% for both
low (C;=0.004) and high (C;=0.126) values of friction coeffi-
cients, and was dominated by uncertainty in the interferogram
spacing.

Adiabatic Effectiveness Measurements. Adiabatic wall tem-
peratures for endwall effectiveness of upstream slot coolant were
obtained from infrared thermography measurements of the bottom
endwall surface. The endwall was manufactured from a 2.54 cm
thick sheet low-density closed-cell polyurethane foam, which has
a low thermal conductivity (0.0287 W/m K) to minimize conduc-
tion errors. The endwall was instrumented with type-E thermo-
couples throughout the vane passages for calibration of infrared
thermography images. The endwall and thermocouples were
painted with flat black paint, which has a nominal emissivity of
0.96 and enabled good resolution of surface temperatures with the
infrared camera. Infrared-reflective finishing nails were used as
image transformation markers.

An infrared camera was used to capture spatially resolved sur-
face temperatures on the bottom endwall. Based on an uncertainty
analysis, five images were taken at each location and averaged,
where each image is also an average of 16 frames taken by the
camera. The camera’s spatial integration was approximately
0.17 mm (0.0012C). Images were postcalibrated by determining
the emissivity and background temperature of the image through
matching of the image temperatures with the acquired thermo-
couple measurements. The thermocouples and the calibrated im-
ages generally agreed to within 0.3°C. An in-house MATLAB rou-
tine was developed to assemble the individual images into a single
endwall map.

A one-dimensional correction for endwall conduction effects
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was applied to all adiabatic effectiveness measurements. The re-
sulting 7 correction was 0.14 at 7=0.75 measured downstream of
the slot, and 0.05 for 7=0.07 measured at the exit of the vane
passage.

The partial derivative method was used to calculate uncertain-
ties for the measurements of adiabatic cooling effectiveness. For
adiabatic surface temperatures, a precision uncertainty of
+0.33°C was determined by taking the standard deviation of six
measurement sets of IR camera images, with each set consisting
of five images. Since the IR images were calibrated as closely as
possible to the thermocouples in each image, the bias uncertainty
for an image was assumed to be the root sum square of the ther-
mocouple bias uncertainty (£0.2°C) and the average deviation of
the calibrated images from the thermocouples (+0.34°C). In this
way, a bias uncertainty of =0.39°C was determined. Using the
bias and precision uncertainties, a total uncertainty of *0.51°C
was estimated for the IR surface temperature measurements.
Overall uncertainty in adiabatic effectiveness was calculated to be
dn==*0.036 at a n value of 0.1, and dn= *=0.026 at a n value of
0.8.

Heat Transfer Measurements. Endwall heat transfer measure-
ments were taken by imaging surface temperatures on a constant
heat flux plate attached to a 2.54 cm thick sheet of the closed-cell
polyurethane foam. The heat flux plate consisted of a 37 wm cop-
per layer on top of a 75 um thick kapton layer, in which 25 um
Inconel elements were embedded in a serpentine pattern. The
heater covered the entire endwall, from immediately downstream
of the slot to 0.3C downstream of the vane trailing edge, as shown
in Fig. 2. E-type thermocouples, embedded in the foam endwall,
were placed in thermal contact with the bottom surface of the
heater by thermal cement. A conduction bias between the bottom-
mounted thermocouple and the infrared top-surface measurement
was accounted for by a one-dimensional calculation of the thermal
resistance of the heater. The infrared camera was also used to
capture surface temperatures on the heat flux plate.

The input heat flux to the endwall was calculated by measuring
the voltage across the heater circuit, as well as the voltage across
a precision resistor (1 ) in series with the circuit, which gave the
current. This flux was corrected for conduction and radiation
losses, which accounted for a maximum of 0.2% and 21% of the
input power, respectively. Note that the conduction and radiation
corrections varied locally with the highest correction occurring at
the highest surface temperatures. Uncertainty in Stanton numbers
was dominated by the uncertainty in surface temperature measure-
ments. For those measurements, a precision uncertainty of
+0.22°C was estimated from the standard deviation of six IR
image measurement sets, and a bias uncertainty of +0.88°C was
determined in the same way as for the adiabatic effectiveness
measurements. Overall uncertainty in Stanton numbers was dSt
=20.00011 (3.3%) at a St value of 0.003, and dSt= =*0.0009
(7.5%) at a St value of 0.011.

Discussion of Results

Endwall friction coefficient measurements without any up-
stream slot flow over the endwall will be presented first, followed
by adiabatic cooling effectiveness results with upstream slot flow.
Heat transfer coefficient measurements with and without upstream
slot flow are then discussed. Finally, the net heat flux reduction
parameter, which incorporates both heat transfer coefficients and
adiabatic cooling effectiveness, is presented.

Friction Coefficients Without an Upstream Slot. OFI mea-
surements of endwall friction coefficients were linearly interpo-
lated to a uniform grid, and then downsampled to create the vector
plot in Fig. 4. Several unique features due to secondary flow are
visible in the vector field. Shear decreases as flow approaches the
vane leading edge and begins to stagnate. A saddle point is also
visible upstream of the vane, where flow diverges around the lead-

Transactions of the ASME

Downloaded 30 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cross-passage

Fig. 4 Measured friction coefficient vectors for no upstream
slot flow, which illustrate the features of secondary flow over
the endwall

ing edge. The saddle point is the intersection of flow attachment
and separation lines on the endwall. At the separation line, the
incoming boundary layer separates from the endwall and rolls up
into the horseshoe vortex. The vortex rollup causes flow to wash
down the airfoil toward the endwall and then move upstream,
away from the airfoil-end-wall junction.

Further in the passage, cross-passage flow from the passage
vortex sweeps from the pressure side of the lower airfoil to the
suction side on the adjacent airfoil. Because of this, the exit turn-
ing angle of the airflow near the endwall is much larger than the
exit turning angle of inviscid flow away from the wall. The mea-
sured friction coefficient magnitudes near the passage throat have
increased relative to the inlet values, resulting from the flow ac-
celeration in the vane passage.

Figure 5 shows a prediction of inviscid streamlines near the
midspan of the vane using FLUENT 6.2 [21], which are superim-
posed upon the endwall streamlines computed from the friction
coefficient measurements. The endwall streamlines are represen-
tative of the flow streamlines in the limit as the wall is ap-
proached, and thus are also known as limiting streamlines. Figure
5 shows the endwall separation line also computed from the end-
wall friction coefficient vector measurements. The separation line
was obtained by computing multiple streamline paths starting very
near to the saddle point, and taking the mean of the paths. Note
that since the saddle point is a location of zero shear stress, its
exact location could not be found since the OFI method requires
some detectable amount of oil flow.

Adiabatic Effectiveness Levels From an Upstream Slot.
Contours of adiabatic cooling effectiveness for upstream slot flow

0.5% MFR

Nominal sl

Half slot, 0.5% MFR
2

Endwall
separation
line for no
slot flow

Limiting
streamline

Inviscid
streamline
S

Separation
line

Saddle
point

Attachment
line

Fig. 5 Endwall limiting streamlines and the separation line cal-
culated from the friction coefficient vectors in Fig. 4, with invis-
cid streamlines from FLUENT [21] overlaid

at various flow rates and metering widths are presented in Fig. 6.
Note that for all cases in this study, there is a hot region around
the vane-end-wall junction where slot coolant is not present. This
pattern is caused by the rollup of the horseshoe vortex at the vane
leading edge, which brings hot mainstream gases down to the
endwall, and sweeps coolant off of the endwall. Further down-
stream, the combination of the horseshoe and passage vortices
entrains coolant and sweeps it to the suction side of the vane.
To visualize endwall results in a more quantitative sense, values
were extracted from the endwall data along the paths of inviscid
streamlines obtained from a CFD prediction of the vane flowfield
with FLUENT 6.2 [21]. Streamlines were released at midspan of the
vane from three pitch locations, corresponding to Y/P=0.25,
0.50, and 0.75, as shown in Fig. 6(a). These streamlines are de-
noted as 0.25P, 0.50P, and 0.75P, respectively. Figure 7 presents
the adiabatic effectiveness levels on the endwall resulting from the
upstream slot flow, along each of the three streamline paths. The
abscissa of the plots is nondimensionalized distance along the
streamline, shifted so that s/C=0 corresponds to where the
streamline would cross an imaginary pitchwise line connecting
adjacent vane stagnation points. Note that the plots in Fig. 7 have
different abscissas, since the streamlines have different lengths
through the vane passage. In the shifted streamline coordinate
system, the upstream slot is located at s/C=-0.35. Data are not
plotted directly downstream of the slot, but rather starting at
s/C=-0.3, in order to avoid the high measurement uncertainty at
the start of the thermal boundary layer in the heat transfer coeffi-

Nominal slot, 1.0% MFR
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Fig. 6 Contours of endwall effectiveness from upstream slot flow for (a) nominal slot, MFR=0.5%; (b) half slot, MFR=0.5%; (c)

nominal slot, MFR=1.0%; and (d) half slot, MFR=1.0%
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Fig. 7 Adiabatic cooling effectiveness on the endwall from upstream slot flow, sampled along an inviscid streamline released

from (a) 25% pitch, (b) 50% pitch, and (c) 75% pitch

cient measurements.

In Fig. 7, effectiveness values eventually become zero as each
streamline path crosses into the hot region. Note that in most
cases, the path of the 0.75P streamline crosses the hot ring region
around the suction side of the vane, passes through the narrow
band of coolant being swept to the suction side by the passage
vortex, and reenters the pressure side hot region (refer to Fig.
6(a)). These crossings explain why effectiveness along the 0.75P
path decays, increases, and then progressively decays.

As described earlier, the slot in this study was positioned at
0.77C,y upstream of the vane stagnation. A slot located far up-
stream, away from the influence of the vane, can reduce or elimi-
nate the potential for hot gas path ingestion into the slot, but from
a practical point of view may be difficult to implement in an
engine. The effect of moving the slot upstream is shown in Fig. 8.
A similar lack of coolant coverage around the base of the vane is
seen between this study’s results and those of Knost and Thole
[10], for 1% slot flow from a nominal slot. The horseshoe and
passage vortices control the distribution of coolant in the passage,
despite the differences in slot location. Note that the upstream slot
for the case in Fig. 8 had the same geometry as the slot tested by
Knost and Thole [10], but Knost and Thole positioned their slot at
0.38C, from the vane leading edge. In the contours of Fig. 8, and
along the inviscid streamline paths in Fig. 7, Knost and Thole’s
[10] slot blowing at 1.0% mass flow ratio (MFR) exhibits higher
local effectiveness than the nominal slot blowing at 1.0% MFR.
Coolant ejected farther upstream interacts more with the main-
stream and thus is less effective when it reaches the vane passage.
However, the slot in Knost and Thole’s [10] study also results in

Fig. 8 Contours of effectiveness for the nominal slot at 1.0%
MFR for (a) Knost and Thole [10] (slot at X/ C,,=-0.38), and (b)
this study (slot at X/C,,=-0.77)
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more poorly distributed effectiveness levels across the endwall
than for a slot ejecting farther upstream (see Fig. 8). High effec-
tiveness gradients would be a durability concern since they could
lead to large gradients in endwall metal temperature and increased
thermal stresses.

The effect of increasing the coolant flow rate can be seen by
comparing the contours in Figs. 6(a) and 6(c) for the nominal slot
at two coolant flow rates, as well as in Figs. 6(b) and 6(d) for the
half slot at two coolant flow rates. For a given upstream slot
width, effectiveness levels from upstream slot coolant over the
endwall increase with increasing slot mass flow rates. Also, cool-
ant coverage is more uniform downstream of the slot and is better
able to penetrate into the hot ring around the vane-end-wall junc-
tion for a slot MFR of 1% as compared to a slot MFR of 0.5%.
Figures 7(a) and 7(b) show that for a given upstream slot width,
the location of zero effectiveness along the 0.25P and 0.50P in-
viscid streamline paths moves farther downstream (convects far-
ther into the passage) as the slot mass flow rate is increased from
0.5% to 1.0%.

Matching the upstream slot leakage flow while decreasing the
slot width increases the coolant momentum, with the effect of
increasing overall coolant coverage in the passage. Comparison of
Fig. 6(a) with Fig. 6(b) for the same mass flux ratios with differ-
ing slot widths (differing momentum flux ratios), and Fig. 6(c)
with Fig. 6(d) also for the same mass flux ratios with differing slot
widths, shows that the half slot at a given mass flow rate produces
more uniform coolant coverage upstream and around the vane-
end-wall junction than the nominal slot at the same mass flow
rate. Along the streamline paths in Fig. 7, for a given mass flow
rate, coolant from the half slot generally has higher levels of ef-
fectiveness than the nominal slot as the coolant enters the vane
passage (downstream of s/C=0). Maintaining the mass flow rate
from the slot, while decreasing the metering area of the slot, re-
quires a larger plenum-to-freestream pressure differential, which
forces coolant out of the slot more evenly. This finding is in agree-
ment with the conclusions of Cardwell et al. [12], even though the
upstream slot in this study was located farther upstream of the
vane leading edge than that of Cardwell et al.

The effect of matching the slot momentum flux ratio for the
nominal and half slot is perhaps a more realistic situation for a
turbine engine. Generally, the coolant will be supplied at a con-
stant pressure relative to the mainstream. The effect of reducing
the upstream slot width will be to reduce the coolant mass flow
rate, but the average momentum flux ratio will remain the same.
The coolant coverage region in Fig. 6(b) for the half-width slot at
a MFR of 0.5% appears similar to the coverage region from the
nominal slot at the same momentum flux ratio (Fig. 6(c)). How-
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Fig. 9 Contours of St for (a) Kang et al. [5] (no upstream slot); (b) base line (no upstream slot); (¢) nominal slot, MFR
=0.5%; (d) half slot, MFR=0.5%; (e) nominal slot, MFR=1.0%; and (f) half slot, MFR=1.0%

ever, coolant effectiveness levels from the half slot flow are lower
relative to the nominal slot at the same momentum flux ratio,
since the nominal slot is ejecting more coolant.

When the endwall separation line for no upstream blowing is
overlaid on the adiabatic cooling effectiveness contours in Figs.
6(a) and 6(d), it is apparent that for low slot coolant momentum,
the trajectory of the coolant is dictated by the secondary flow
vortices. For the highest momentum flux ratio tested, however,
some coolant penetrates downstream of the separation line, indi-
cating that the coolant has a more significant interaction with end-
wall secondary flow in this case.

Heat Transfer Coefficients for an Upstream Slot. Endwall
heat transfer coefficients were measured with and without an up-
stream slot flow. For the baseline with no slot flow, a qualitative
comparison was made to Kang et al. [5], who used the same

airfoil geometry. Similar results were achieved, as can be seen in
Figs. 9(a) and 9(b) for both baselines with no slot flow, despite
differences in the upstream tunnel geometry and inlet boundary
layer thicknesses (5/5=0.09 for Kang et al. [5] and 6/5=0.18 for
our work). High heat transfer coefficients are seen in Figs. 9(a)
and 9(b) near the vane stagnation region resulting from the horse-
shoe vortex. The effects of the passage vortex are seen further
downstream as the contours sweep to the suction surface.
Figures 9(b)-9(f) compare heat transfer coefficients with and
without upstream slot flow for the various slot widths and flow
rates. The overall effect of injection along the endwall is that the
heat transfer coefficients are slightly increased in the cases with
injection, relative to the baseline without injection. Figure 10
shows endwall heat transfer augmentation levels relative to the no
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Fig. 10 Heat transfer augmentation on the endwall from upstream slot flow, sampled along an inviscid streamline released

from (a) 25% pitch, (b) 50% pitch, and (c) 75% pitch
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leakage flow case along the 0.25P, 0.50P, and 0.75P streamline
paths. Note that overall, augmentation levels with upstream slot
blowing indicate higher heat transfer throughout most of the
passage.

The effect of increasing the slot mass flow rate, while maintain-
ing the slot width, is illustrated for the nominal slot in Figs. 9(c)
and 9(e) and for the half slot in Figs. 9(d) and 9(f). Stanton num-
bers increase slightly throughout the passage when the slot mass
flow rate is increased from 0.5% to 1.0% for a given slot width.
Heat transfer augmentation levels along the inviscid streamline
paths (Fig. 10) are generally higher as the mass flow rate increases
through a given slot width. An exception to this trend, however, is
the region around s/C=-0.05 on the 0.25P streamline path (Fig.
10(a)) and the region around s/C=0.10 on the 0.50P streamline
path (Fig. 10()). At these locations, there is no difference in heat
transfer augmentation for the nominal slot injecting coolant at
either mass flow rate. It was noted that the 0.25P streamline path
crosses the separation line for no upstream slot blowing at s/C=
—0.07, while the 0.50P streamline path crosses the separation line
at s/C=0.11 (refer to Fig. 9(c)). These results indicate that the
separated flow dictates the heat transfer augmentation near the
endwall separation line rather than the injection itself. However,
for the half slot, increasing its mass flow from 0.5% to 1.0%
increases the coolant momentum to the point that the injection
begins to interfere with the horseshoe vortex.

As mentioned earlier, for a turbine engine, a decrease in up-
stream slot width would result in a decrease in slot mass flow rate,
but nominally the same momentum flux ratio. The effect of de-
creasing the slot width while maintaining the same momentum
flux is seen by comparing the contours of Figs. 9(d) and 9(e).
Stanton numbers are slightly lower for the half slot at a MFR of
0.5%, compared to the nominal slot at a MFR of 1.0%, even
though both have the same momentum flux.

The endwall separation line, deduced from the measured fric-
tion coefficients with no upstream slot blowing, is overlaid on the
heat transfer coefficient results for no upstream slot blowing (Fig.
9(b)), and for blowing at the lowest and highest momentum flux
ratios in Figs. 9(c) and 9(f), respectively. There is a region of low
heat transfer between the vanes near the passage entrance that
persists farther downstream for the case with the highest momen-
tum flux ratio (Fig. 9(f)) relative to the lowest momentum flux
ratio (Fig. 9(c)). These behaviors suggest that the upstream slot
injection at a high momentum flux ratio reduces horseshoe vortex
strength.

Net Heat Flux Reduction for an Upstream Slot. The deter-
mination of convective heat transfer to a turbine endwall with film
cooling requires knowledge of the film heat transfer coefficient,
the metal wall temperature, and the adiabatic wall (recovery) tem-
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perature. The addition of coolant to the endwall reduces the adia-
batic wall temperature and thus the driving potential for heat
transfer. The mixing and flow disturbance induced by the coolant
injection, however, generally increases the convective heat trans-
fer coefficients. The net heat flux reduction (NHFR) parameter
incorporates the effects of convective heat transfer coefficients
and coolant effectiveness on the overall augmentation to the heat
load to the component. To deduce the NHFR parameter, the com-
ponent wall metal temperature must also be known, since it is the
other driving temperature for heat transfer into the part. The non-
dimensional form (denoted as ¢) relates the wall temperature to
the freestream and coolant temperatures. Since the wall tempera-
ture is dependent on the vane metal conductivity and internal
cooling scheme, it had to be assumed for this study, which used
adiabatic materials for the endwall. A value of ¢=1.6 was as-
sumed based on typical film-cooled engine conditions (Sen et al.
[22]). Note that values of NHFR <0 indicate that the film cooling
scheme is causing an increase in the overall heat flux experienced
by the surface.

Figure 11 presents the NHFR calculated along each of the in-
viscid streamline paths. For the cases that have been studied, it is
clear that there is a strong benefit of the leakage coolant at the
entrance to the vane passage. Downstream, however, the cooling
benefit of the leakage flow produces a detrimental effect where no
coolant is present but the heat transfer coefficients have been in-
creased. This increase is caused by alterations to the secondary
flows that in turn increase the overall convective heat transfer
coefficients. The 0.25P and 0.50P streamline paths, shown in
Figs. 11(a) and 11(b), respectively, indicate that the addition of
upstream slot flow at any mass flow rate or slot width causes
NHFR values that are less than zero near the exit of the vane
passage. The lack of coolant penetration into the hot ring around
the vane, combined with slight heat transfer coefficient augmen-
tations from slot flow, leads to an increased net heat flux that
would be experienced by the part.

It is apparent that the trends of NHFR along the streamline
paths in Fig. 11 parallel the trends of the effectiveness levels, and
many of the same conclusions about the effects of slot flow can be
made. Although increasing the slot flow rate tends to increase heat
transfer coefficients, the additional coolant from a given slot width
at 1.0% MFR relative to 0.5% MFR results in a net heat flux
reduction. Also, the better coolant coverage from a half-width slot
at a given mass flow rate reduces net heat flux, as compared to the
nominal slot at the same mass flow rate. Finally, the case of
matched momentum flux ratios for the nominal and half slots
shows that, despite reduced Stanton number augmentations from
the half slot blowing versus the nominal slot blowing, the lower
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amount of coolant ejected from the half slot at a MFR of 0.5% is
not as effective in reducing heat flux into the endwall as is the
coolant from the nominal slot at a MFR of 1.0%.

An overall, area-averaged NHFR is shown in Fig. 12 as a func-
tion of slot momentum flux ratio. Coolant ejection from the half
slot does a better job in decreasing average heat flux into the
endwall than coolant from the nominal slot, when both are eject-
ing coolant at a given mass flow ratio. However, blowing from the
half slot at a momentum flux ratio of 0.13 (MFR=0.5%) in-
creases the average net heat flux (decreases NHFR parameter) by
26%, compared to the nominal slot blowing at the same momen-
tum flux ratio (/=0.13, MFR=1.0%). Thus, axial contraction of
the upstream slot, in a situation where the slot momentum flux is
maintained, would increase endwall heat transfer.

Conclusions

Measurements of adiabatic cooling effectiveness and heat trans-
fer coefficients on the endwall, from leakage flow through a two-
dimensional upstream slot representing a combustor-turbine inter-
face gap, were presented. Two slot flow rates and two slot widths
were tested to determine the effect of the contraction of the slot on
the endwall heat transfer.

The dominance of the endwall secondary flow on upstream slot
coolant coverage was demonstrated by moving the slot further
upstream. The coverage area of the slot coolant, when the slot was
located 0.77C,, upstream of the vane, was similar to the coverage
area for a slot located 0.38C,, upstream. It was noted, however,
that effectiveness levels in the passage were lower for the slot
placed farther upstream since the coolant had more distance to
interact with the mainstream flow.

For a fixed slot width, increasing the slot mass flow resulted in
slightly increased heat transfer coefficients, but also higher adia-
batic cooling effectiveness levels. Coolant exited the slot more
uniformly at the higher slot flow rates, since the higher flow rate
required an increase in slot pressure ratio. Overall, the net heat
flux to the endwall was reduced, since more coolant was present at
the higher flow rates.

Decreasing the slot width while maintaining a constant slot
mass flow resulted in larger coolant coverage areas and increased
local effectiveness levels. Moreover, heat transfer coefficient aug-
mentations from the half-width slot were lower than augmenta-
tions from the nominal slot. Area-averaged values of the NHFR
parameter indicated that the coolant from the half slot width re-
duced the net heat flux to the endwall compared to the nominal
slot, when both were ejecting coolant at the same mass flow rate.
The higher momentum of slot coolant from the half-width slot
enabled it to penetrate farther into the passage.

Overlaying the endwall separation line for no blowing on con-
tours of effectiveness and heat transfer coefficients revealed that

Journal of Turbomachinery

for low slot momentum, the endwall secondary flow dictated the
coolant trajectory in the passage. At the highest momentum flux
ratio tested, a significant amount of coolant penetrated down-
stream of the endwall separation line, and heat transfer coeffi-
cients were reduced compared to the low momentum slot flow.
The high coolant momentum in this case is suspected to have
reduced the horseshoe vortex strength.

These results indicate that leakage flow through the combustor-
turbine interface can provide cooling to the endwall, with a more
uniform distribution of coolant when the interface is placed far-
ther upstream. More uniform coverage reduces the spatial tem-
perature variation in the turbine endwall metal, which is beneficial
for durability. The effects of thermal expansion of the interface,
however, need to be carefully considered since higher heat loads
can result when the combustor-turbine interface gap contracts.
Understanding how a leakage interface expansion impacts the heat
transfer and cooling effectiveness of the leakage flow may help a
designer to protect the part during unwanted thermal expansion
incidents with the least amount of coolant.
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Nomenclature
C = true chord of stator vane
C,« = axial chord of stator vane
Cy = friction coefficient, see Eq. (1)
C, = heat capacity at constant pressure
g = gravitational acceleration (9.81 m/s?)
h = heat transfer coefficient
ho; = height of oil film
I = average momentum flux ratio, I=pCU§/pocUi,in
L = spacing between oil film interferogram bands
(fringes)
M = average blowing ratio, M=p U/ pUs .
MFR = mass flow ratio, MFR =1,/ n1;,
n = index of refraction
NHFR = net heat flux reduction,
NHFR = area-averaged NHFR
P = pitch of stator vane, or pressure
Rep, = Reynolds number based on hydraulic diameter
Re;, = inlet Reynolds number, Re;,=CU. /v
Rey = momentum thickness Reynolds number, de-
fined as Rey=0U.. ;,/ v
s = distance along a streamline
S = span of stator vane
St = Stanton number, St=h/pC,U. ;,
t = time
T = temperature
U = axial velocity
X,Y,Z = vane coordinates, where X is turbine axial
direction
Greek
8 = boundary layer thickness
n = adiabatic effectiveness, 7=(Tn—Toy)/ (T—T,)
6 = momentum thickness
0; = incident light angle
N = light wavelength of sodium vapor lamp

Mol = dynamic viscosity of oil
= kinematic viscosity
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p = density

7, = wall shear stress

¢ = phase difference of light rays, or nondimen-
sional vane metal temperature,
¢=(Tso_Tc)/(Tso_Tw)

Subscripts

0 = baseline conditions (no blowing)
aw = adiabatic wall

¢ = coolant conditions

in = inlet conditions

s = streamline coordinate

w = conductive (metal) wall

o = Jocal freestream conditions
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A Comparative Investigation of
Round and Fan-Shaped Cooling
Hole Near Flow Fields

This study presents velocity and turbulence data measured experimentally in the near
field of a round and a laterally expanded fan-shaped cooling hole. Both holes are fed by
a plenum inlet, and interact with a turbulent mainstream boundary layer. Flow is Rey-
nolds number matched to engine conditions to preserve flow structure, and two coolant to
mainstream blowing momentum ratios are investigated experimentally. Results clearly
identify regions of high shear for the round hole as the jet penetrates into the mainstream.
In contrast, the distinct lack of high shear regions for the fan-shaped hole points to
reasons for improvements in cooling performance noted by previous studies. Two differ-
ent computational fluid dynamics codes are used to predict the flow within and down-
stream of the fan-shaped hole, with validation from the experimental measurements. One
code is the commercially available ANSYS CFX 10.0, and the other is the density-based
solver with low Mach number preconditioning, HYDRA, developed in-house by Rolls-
Royce plc for high speed turbomachinery flows. Good agreement between numerical and
experimental data for the center-line traverses was obtained for a steady state solution,
and a region of reversed flow within the expansion region of the fan-shaped hole was
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Introduction

Film cooling of turbine components continues to be one of the
most successful cooling techniques used in the gas turbine indus-
try. Yet, for all its importance, and the amount of research invested
in the process, many key mechanisms involved in the coolant flow
path are still not fully understood. Due to the broad range of
circumstances where a round jet in a crossflow is encountered,
this configuration has been more thoroughly researched than other
hole geometries. Significant features of the flow field, such as the
counter-rotating vortex pair, have been identified through various
studies. The transition from round holes to the use of various
configurations of fan-shaped cooling holes has resulted in im-
proved lateral coverage and extended centerline effectiveness
largely due to the reduced momentum of the exiting coolant jet for
an equivalent mass of coolant.

Most experimental work with fan-shaped holes has examined
the effects of various parameters on film cooling effectiveness or
discharge coefficient. Both of these parameters are important for
evaluating a configuration’s performance. Their values are, how-
ever, the end result of a complex flow path through the cooling
system, and a three dimensional interaction between the jet and
the mainstream. A more detailed understanding of the internal and
exit region flow field for shaped cooling holes is therefore essen-
tial for improvements in cooling hole design to be made.

The present paper is primarily concerned with shaped holes, in
particular, the laterally expanded or fan-shaped hole commonly
used in gas turbine blade and guide vane cooling. Its performance
is compared to a cylindrical hole as a reference case. Measure-
ments from both geometries complement currently available data
on jet-in-crossflow configurations. In addition, these new data are
used to partially validate Reynolds-averaged Navier-Stokes
(RANS) based numerical solutions of the flow field using a mesh
based directly on the experimental domain. Two different compu-
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tational fluid dynamics (CFD) solvers have been applied to the
same problem, using the same mesh and boundary conditions, and
where possible the same initial flow conditions. One of the solv-
ers, ANSYS CFX, is a commercially produced code, with robust
solution techniques and a good suite of pre- and postprocessing
tools. The second code, HYDRA, is a Rolls-Royce plc in-house
developed numerical solver used in aeroengine applications, and
optimized for the solution of high speed turbomachinery flows.

Literature Review

Experimental Studies. Experimental work on the performance
of shaped film cooling holes has grown strongly in past years.
However, the majority of studies have concentrated on the distri-
bution of heat transfer coefficient and cooling effectiveness on the
surface downstream of the hole exit. Goldstein et al. [1] first re-
ported the improvements in adiabatic effectiveness obtained by
using holes with a laterally expanded exit, attributing the main
cause of these improvements to a reduction in effective blowing
rate at the hole exit due to the area expansion of the fan. More
recently, Gritsch et al. [2] presented cooling effectiveness for
single, large scale, round and fan-shaped holes; as with Goldstein
et al., the results indicated significantly improved cooling perfor-
mance, particularly in laterally averaged results. These authors
also identified significant effects of the coolant flow conditions at
the hole inlet on cooling performance. This agrees with previous
findings presented by Pietrzyk et al. [3], who highlighted the im-
portant effects of the hole inlet flow on developments further
downstream. Many other studies are available that present valu-
able data on the thermal performance and benefits of fan-shaped
cooling holes, including several more by Gritsch et al. [4—6] and
Dittmar et al. [7]. However, these studies do little to expose the
features of the flow field that control this performance, and thus
provide only a partial picture.

There are few experimental studies that focus attention on the
flow field created by the jet-mainstream interaction for fan-shaped
holes. Thole et al. [8] used laser Doppler velocimetry to compare
the velocity and turbulence field of a round, laterally expanded,
and forward-laterally expanded fan-shaped hole. They found that
velocity gradients were significantly reduced for the fan-shaped
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Fig. 1 Working section and cooling hole with plenum supply

holes when compared with the round hole, which resulted in less
turbulence downstream. High levels of turbulence were measured
above the exit, however, and this was attributed to the large ex-
pansion angle of the fans. Other studies, such as Hale et al. [9,10],
make tentative assumptions on the flow structure based on thermal
measurements and visualizations, but the focus of the research is
again on cooling performance. Clearly, there is a need for more
detailed experimental flow field data for shaped cooling holes.

Computational Studies. One of the more extensive computa-
tional investigations into the flow field of round and shaped film
cooling holes was a series of papers by Leylek and co-workers
that used a systematic computational methodology, and looked at
both round and shaped holes. Hyams and Leylek [11] produced
one in a series of four papers looking at the physics of film cool-
ing for round and shaped cooling holes. The authors examined
four different shaped hole configurations, including the traditional
laterally expanded fan-shaped hole, and identified this configura-
tion as having the best overall cooling performance of all those
tested. They presented velocity field data in the exit region and
provided an analysis using components of vorticity, based on a
proposition by Moussa et al. [12]. This approach was used to
explain the sources of the well-documented counter-rotating vor-
tex pair for the round hole; it demonstrated that the laterally and
forward diffused holes significantly reduce the axial aligned vor-
ticity, thus discouraging mainstream ingestion downstream.

Kohli and Thole [13] examined the flow field of a round and
fan-shaped hole inclined at 35 deg. They concentrated on the ef-
fects of inlet crossflows, finding that for the cases considered, a
large separation region occurred within the expanded portion of
the fan. This study also found that the shaped hole produced no
counter-rotating vortices at exit, and had a maximum in turbu-
lence intensity at the downstream edge of the hole. Due to the
flexibility of CFD, these studies and others have provided useful
information on the flow field for shaped holes in conjunction with
cooling performance data. However, the need for experimental
validation of computational studies is still high.

Experimental Facility and Instrumentation

The low speed wind tunnel at the University of Tasmania that
was used for this research is shown schematically in Fig. 1. The
wind tunnel has a 225 X 225 mm working section of 1 m length. It
is preceded by a smooth two-dimensional vertical contraction, uti-
lizing a sixth order polynomial profile that optimizes the flow
uniformity at the working section midplane, and prevents separa-
tion in the contraction. Details of this contraction design are pre-
sented by Sargison et al. [14]. At 200 mm upstream of the work-
ing section inlet, the boundary layer is tripped to ensure a fully
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Fig. 2 Hole geometries: (a) round hole and (b) laterally ex-
panded hole

developed and stable turbulent boundary layer through the work-
ing section. The maximum working section flow speed is 20 ms™!,
and calibration of the wind tunnel is reported by Sargison et al.
[14] and Rossi [15]. The mainstream turbulence is 0.6%, flow
direction is uniform to within =0.5 deg, and velocity is uniform
to within £2%.

The hole configurations tested in this study consist of a round,
or cylindrical, reference geometry, and a laterally expanded fan-
shaped hole. The round hole and the fan-shaped hole throat both
have a 50 mm diameter inlet nozzle to meter the coolant flow.
Both holes are inclined at 30 deg to the mainstream. The length/
diameter ratio for both holes was 5.2. The length L is measured
along the hole centerline, with the fan-shaped hole expansion
starting at 1/3L at an included angle of 28 deg. The geometries
are shown in Fig. 2. Both the coolant and mainstream air were
drawn from atmosphere, giving a temperature and density ratio of
unity for all cases. Coolant air was drawn into the coolant supply
plenum by the difference in static pressure between the working
section and local atmospheric pressure, and the blowing ratio was
varied by introducing varying grades of mesh at the plenum en-
trance to increase the flow resistance and hence reduce the flow
rate through the hole. Using this method, blowing ratios of M
=0.7, 0.6, and 0.5 were achievable, with the coolant flow rate
measured by a bellmouth inlet to the plenum.

Flow through the hole is Reynolds number matched to engine
conditions based on hole throat diameter. The velocity profile at
x/D=-1.2 indicates a mainstream boundary layer thickness of
6/D=0.4, which is similar to that of a real turbine blade on the
early pressure surface. The momentum thickness Reynolds num-
ber at the same location is approximately 2000. Other parameters
of the flow were limited by laboratory capabilities at the time of
the experimental work. However, this paper aims to provide an
insight into the fundamental flow physics of the fan-shaped hole
in crossflow, and add to the available data for validation of CFD
predictions. The satisfaction of complete engine condition model-
ing is not required for this purpose.

Velocity and turbulence intensity measurements were made us-
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Fig. 3 Contour plot of deviation from pure x-direction flow for
the fan-shaped hole. Angle is measured anticlockwise.

ing a single sensor Dantec type 55P11 miniature hot-wire probe
with wire axis normal to the average mainstream flow direction.
The probe was operated by a DISA 55M constant temperature
anemometer with standard bridge, and calibrated in situ against a
Pitot tube and wall static tapping in the plane of the sensor tip.
Turbulence intensity values were calculated from the measured
velocity rms scaled by the mean velocity value at the measure-
ment location. Measurements were corrected for electrical noise
in the anemometer; however, the inherent nonlinearity of the hot-
wire anemometer introduced errors in calculated mean velocity
and turbulence intensity values. Investigation into these errors in-
dicated that for the majority of the measurement domain, errors
due to nonlinearity were less than 3%. This uncertainty increased
to almost 10% in regions of very high measured turbulence inten-
sity. However, the latter regions were small.

Due to limitations in the traverse setup, the hot-wire tip could
only be positioned within 3 mm (0.06D) of the wall. As a result,
the boundary layer profile is not fully captured down to the wall.
However, a fully turbulent boundary layer velocity profile is still
clearly identifiable in the main flow upstream of the hole, and
measurements compare well with the 1/7th power law.

The use of a single axis probe in a highly three-dimensional
flow brings with it errors in measured values due to the insensi-
tivity to flow direction of the probe. Positioning the sensor along
the plane of symmetry effectively eliminates the influence of
z-component velocities, and thus it is only deviation from a purely
x-direction flow in the x-y plane that will cause errors in the
measured u velocity. Far from the jet-mainstream interaction re-
gion, it can be expected that the dominant flow direction is indeed
streamwise along the x axis. However, closer to the hole, where
the three dimensionality of the flow is more pronounced, the mea-
sured u-velocity magnitude will include some y-component veloc-
ity.

CFD predictions of the flow enable a view of the expected flow
directions, and a contour plot of the deviation in degrees from a
purely u-component flow is presented in Fig. 3. It can be seen that
the region of largest variation is around the hole exit, with a maxi-
mum value of approximately 15 deg at the downstream edge. This
corresponds to a maximum u-velocity magnitude error of 3.4% in
this region. The deviation angle for the majority of the domain is
less than 5 deg, giving a measured velocity error of less than
0.4%.

Experimental Results

Experimental results provided velocity and turbulence intensity
profiles at up to 10 x/D locations along the symmetry plane
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Fig. 4 Centerline velocity (a) and turbulence intensity (b) pro-
files for the round hole geometry

(z/D=0) ranging from 4 diameters upstream to 5 diameters down-
stream. The coordinate system used in this study has its origin at
the center of the cooling hole exit, as shown in Fig. 1. The plot
format used to present data facilitates visualization of the stream-
wise flow development. The vertical axis shows dimensionless
distance y/D from the exit plane. The values across the top of the
chart denote the streamwise measurement location x/D. The bot-
tom horizontal axis provides a sliding scale, representing velocity
or turbulence intensity, with 20 m/s and 0% values, respectively,
aligning with the x/D location of a profile. The location of the
cooling hole is indicated by the exit plane x-z outline; the lines at
the bottom of the plots indicate the centerline section of the cool-
ing hole passage in the x-y plane.

Round Hole. Examining Fig. 4, the effects of the ejected round
jet on the flow field are clearly visible, with a distinct lifting of the
mainstream flow away from the wall indicated by the increase in
height of the u/U=99% location downstream of x/D=-0.2 for
both blowing ratios. At x/D=0.8, the penetration of the jet fluid
into the mainstream starts to become evident, with a region of
almost uniform lower velocity fluid near y/D=0. For the M
=0.5 case, the lower momentum fluid penetrates vertically only
about half as far as for the higher blowing ratio case; the flow acts
as if a partially inclined “cover” was positioned over the hole exit
as described by Andreopoulos and Rodi [16]. At x/D=0.8, the
velocity gradient between y/D=0.2 and 0.4 is pronounced, and is
reflected in the large rise in turbulence intensity at the correspond-
ing location in Fig. 4(b). This velocity gradient and increase in
turbulence can be attributed to the existence of a strong shear
layer between the jet and mainstream fluid, as identified by Pi-
etrzyk et al. [3] and supported by Walters and Leylek [17]. It
remains evident for the whole extent of the measurement domain
downstream.

The exit velocity of the jet is somewhat higher just downstream
of exit than expected from the velocity ratio (equal to M for con-
stant density). This can be attributed to the acceleration experi-
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Fig. 5 Centerline velocity (a) and turbulence intensity (b) pro-
files for the fan-shaped hole geometry

enced by the jet fluid as it is turned by the mainstream. Continuing
downstream, the wake-like behavior of the flow can be seen, with
a clear velocity deficit for both blowing ratios. Near the wall, the
velocity is seen to increase, and a negative velocity gradient oc-
curs. This can be explained by the lateral ingestion of higher mo-
mentum mainstream fluid into the wake region, indicating the
existence of the well-documented counter-rotating vortices. An
interesting feature of the lower blowing ratio velocity profile at
x/D=2.8 occurs near the wall. A distinct drop in the velocity
magnitude occurs at about y/D=0.3, which would appear to be
within the jet fluid region. At y/D=0.2, the velocity gradient re-
verses to a peak before reverting once again closer to the wall.
This peak in velocity is consistent with a rectification of the ve-
locity in a reversed flow region as a consequence of the direc-
tional insensitivity of a single axis probe.

The presence of a reversed flow region is further supported by
the very high turbulence intensity values measured at the corre-
sponding locations in Fig. 4(b). A similar occurrence is seen for
the higher blowing ratio case, but at one measurement location
upstream of the M =0.5 case. The flow structure in this region is
present for both blowing ratio cases, as evidenced in the x/D
=1.8 profile for M=0.6. However, the flow development is “de-
layed” in the lower blowing ratio case as the lower momentum jet
fluid is swept downstream more rapidly. The turbulence level con-
tours start to flatten at x/D=4.8, as the two fluid streams mix out,
but the overall level is still high as the wake region develops. The
differences between the two blowing ratio cases become some-
what less with downstream distance, although the M=0.6 case
maintains a higher average velocity in the wake region due to the
higher momentum jet fluid.

Fan-Shaped Hole. From Fig. 5, it can be seen that the fan-
shaped hole exhibits far less variation with downstream distance
in both velocity and turbulence when compared with the round
hole cases. The jet fluid exiting the hole is decreased in velocity
compared with the round hole case, more notably for M=0.6, due

041020-4 / Vol. 130, OCTOBER 2008

x-direction velocity

Fig. 6 Comparison of velocity profiles for different hole inlet
conditions (round hole)

to the reduced momentum of the flow as a result of the area
expansion of the fan. As with the round hole, the mainstream is
seen to be lifted away from the surface by the jet over the exit
region. However, the deflection for the fan-shaped case is less
than that of the round hole by y/d=0.2. This points to the fact that
the jet fluid is spread laterally across the surface downstream of
the hole rather than penetrating far into the mainstream. A de-
crease in velocity near the wall can be seen between x/D=1.2 and
—0.2 as the mainstream experiences a blockage by the jet fluid. At
x/D=0.8, just upstream of the hole trailing edge, a flattened ve-
locity profile near the wall indicates that this region is occupied by
jet fluid.

There does not appear to be a strong velocity gradient near the
wall downstream of the hole as seen in the round hole case, indi-
cating that a reversed flow region is not present. This is again due
to the lower momentum jet fluid remaining close to the surface
and not allowing mainstream fluid to enter laterally. The velocity
gradient is almost constant from near the wall all the way out to
the freestream, with a wake-type region of constant shear existing
as the top edge of the jet is accelerated by the mainstream flow.
This large shear region creates the high levels of turbulence seen
in Fig. 5(b). Another major contributor to the high turbulence
levels downstream is the unsteadiness created in the flow as a
result of the overexpansion of the fan. The half angle of the cur-
rent fan geometry is 14 deg. Combined with the effects of the
sharp edged entry to the hole, the high turbulence levels at exit are
not unrealistic; but, it should be noted that these values are still
significantly lower than for the round hole case. At x/D=5.8, the
turbulence intensity profiles appear to be approaching a typical
boundary layer shape, suggesting that the effects of the jet-
mainstream interaction on the surface flow have diminished by
about x/D=6. The differences between blowing ratio cases are
small for both velocity and turbulence profiles. This suggests that
the effects of blowing ratio may be more evident away from the
symmetry plane for the fan-shaped hole.

Effect of Coolant Supply Configuration. In addition to the
variation of blowing ratio, two different inlet conditions were
tested for the round hole to reveal differences in the flow field as
a direct result of the hole inlet condition. These conditions were a
tube with bellmouth entry, and a plenum chamber. The bellmouth
nozzle, of the same diameter as the hole and with length 5D, was
mounted directly to the hole inlet, effectively doubling the length
to diameter (L/D) ratio.

The differences in velocity and turbulence profiles for each inlet
case at a blowing ratio of 0.5 are shown in Fig. 6 for three x/D
locations. The velocity profiles demonstrate little variation, with
both intake conditions producing very similar profiles. The veloc-
ity profiles for the plenum inlet condition do, however, seem to
exhibit lower values near the wall and higher values through the
mainstream boundary layer away from the wall. At x/D=0.2, the
flow at low y/D values is primarily jet fluid; the increase in ve-
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Fig. 7 Computational mesh (~500,000 cells)

locity for the bellmouth inlet case can be explained by a more
developed boundary layer within the hole, resulting in a contrac-
tion of effective flow area and thus an increase in velocity of the
core fluid region. Further downstream the differences are less pro-
nounced, with the bellmouth inlet case maintaining higher veloc-
ity values near the wall.

Computational Investigation

In addition to the experimental measurements, a preliminary
RANS-based CFD study was conducted to investigate the flow
within the cooling hole, and also to validate and compare two
different CFD solvers. The details of this investigation are pre-
sented below.

Numerical Codes. Documentation on the numerical schemes
used in CFX is easily accessible from the user manual. One of the
strengths of this program is that all of the industry-accepted first
and second order advection schemes are offered [18]. A fully im-
plicit time-stepping scheme and a blended first and second order
advection scheme are used here, together with the industry stan-
dard two equation k-e turbulence model. This model is imple-
mented with scalable wall functions to improve robustness and
accuracy for fine near-wall meshes.

HYDRA is a density-based solver to align with the normal appli-
cation of the code to high speed compressible flows in turboma-
chinery. A density-based solver uses the value and gradients of
density at a mesh node to calculate other flow variables. Due to
the inherent invariability of density in a flow considered to be
incompressible, density-based solvers often struggle to provide
accurate solutions for incompressible flows, and usually require
some form of preconditioning to improve numerical robustness.
Low Mach number preconditioning is available in HYDRA and was
used in conjunction with the k-e¢ turbulence model. However,
cases run in HYDRA presented here used the one-equation Spalart—
Allmaras turbulence model as it was stable and produced con-
verged steady state solutions with sensible flow fields, without the
need for preconditioning.

Computational Method. A structured hexahedral mesh was
fitted to the CAD geometry of the physical wind tunnel working
section using ANSYS ICEM, with cell determinant values above
0.6. The determinant gives an indicator of cell skewness and
warpage and is based on the internal angles of the opposing edges
within a cell. A more orthogonal mesh provides more accurate
results. A grid independence study was performed and revealed no
change to the cooling hole flow field for higher resolution meshes.
Thus, the current mesh with approximately 500,000 cells was
used in the computations, and is shown in Fig. 7. The wall-
element y+ values were reduced to 4 for this study at all hole
boundaries and also the mainstream hole surface boundary.
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Fig. 8 Comparison of centerline velocity profiles from experi-
ment, HYDRA, and cFx for fan-shaped hole

For the HYDRA case, a uniform mass flow inlet condition was
specified for both the mainstream flow and plenum inlet planes,
thus controlling the blowing ratio. The static pressure at outlet was
adjusted until the main flow average velocity upstream of the
cooling hole was close to experimental values. Turbulence mod-
eling was kept simple for this initial computational study, with the
one-equation Spalart—Allmaras turbulence model, due to greater
robustness. For the CFX cases, a velocity profile was applied at the
mainstream inlet based on experimental data to ensure that the
numerical solution was closely representative of the actual flow. A
uniform mass flow was specified at the plenum inlet, and the
industry standard k- two equation model was used.

The main parameters for the numerical problem were set to
match the experimental conditions. These were a blowing ratio of
M=0.6, density and temperature ratio of 1, and a mesh modeled
on the working section as described above. Inlet turbulence levels
were set to 1% to reflect measured results.

Computational Fluid Dynamics Results

Comparison With Experimental Data. In order to provide a
degree of validation for the numerical solutions, velocity profiles
were extracted during postprocessing at locations within the do-
main that corresponded to those used in acquiring the experimen-
tal data. A comparison of the numeric and experimental profiles
was then made. Figure 8 shows the experimental data for the
fan-shaped hole at a blowing ratio of M=0.6 together with the
values extracted from the HYDRA and CFX solutions. The agree-
ment is good overall, particularly downstream of the hole, and
mainstream values are in good agreement away from the surface.
Moving down toward the surface, the HYDRA curves tend to di-
verge from the experimental values, while the CFX values remain
similar and demonstrate a tendency to overpredict the velocity
near the wall. This near-wall difference can be partially attributed
to nonlinearity errors of the hot wire, which result in experimental
velocity values less than the actual value, by up to 3%.

Looking upstream of the hole at x/D=-2.2, a large difference
between the HYDRA and experimental velocity profiles in the
boundary layer region can be seen. This part of the domain is a
fairly simple bounded flow and the numerical code would be ex-
pected to provide a good solution here. For the CFX case, a veloc-
ity profile based on the 1/7th power law through the boundary
layer was specified, and the agreement of the upstream profiles is
excellent. This agreement continues downstream with very little
deviation. Unfortunately, the same profile could not be specified at
the time HYDRA calculations were made, and thus the results from
this solver cannot be expected to match experimental values ac-
curately. The discrepancy in values at inlet to the domain is propa-
gated downstream and can be attributed with many of the differ-
ences seen as the jet fluid starts to interact with the mainstream. It
is interesting to notice that the HYDRA solution still demonstrates a
similar progression of velocity profiles to the other cases, and
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Fig. 9 Comparison of centerline turbulence intensity profiles
from experiment and crx for fan-shaped hole

indicates that the solver is capable of capturing the main flow
features.

For the CFX solution, a measure of turbulence intensity was
extracted from the data to compare with experimental values. The
turbulence intensity was calculated from the equation for turbulent
kinetic energy with the assumption of isotropic turbulence. Figure
9 shows the centerline turbulence intensity profiles from experi-
mental measurements alongside the values taken from the CFX
solution. The agreement with experimental values for the profiles
upstream of and directly above the hole is excellent, and in line
with the velocity profile results. Further downstream, it is evident
that the standard k- turbulence model consistently underpredicts
the experimental values. Nonetheless, the effects of the jet on the
flow field are evident, with a large region of increased turbulence
present downstream, indicating that the wake-type region seen in
the experimental results is identified in the numerical solution.
However, this region is not as full as in the experimental case, and
points to the turbulence model failing to capture the full dynamics
of the jet-mainstream interaction. This is evident right from the
start of the shear layer where the two curves consistently diverge.

It should be noted here that nonlinearity errors in the hot-wire
data gave higher than actual values of turbulence in areas of re-
ported high turbulence. Account of this would bring the curves
closer, though the limitations of the two equation model will con-
tinue to produce underpredicted values. The profiles are much
smoother than experiment, and this is possibly due to the RANS
approach averaging out the turbulent quantities. Closer to the wall
and downstream of the hole exit, the numerical solution shows a
marked decrease in turbulence intensity. This is in contrast to the
experimental results which show increasing intensity with de-
creasing distance from the wall, and the development of a turbu-
lent boundary layer profile near the wall downstream of x/D
=3.8.

The CFX case clearly shows the limitations of the two equation
k-& turbulence model when applied to flows with regions of high
shear and boundary layer separation. The assumption of isotropic
turbulence is very approximate and must be considered when
comparing to experimental results. The RANS-based approach
combined with the anisotropy of the real flow turbulence contrib-
ute a significant portion to the discrepancies observed. Future
work aims to apply a large eddy simulation (LES) approach to
resolve the turbulent structures and improve correlation with ex-
perimental data.

A comparison between the two numerical codes is difficult, as
the numerical scheme, turbulence model, and main inlet velocity
profile are dissimilar. Nevertheless, the results from both CFD
codes are encouraging, particularly for the HYDRA solver, as the
density-based scheme appears to deal quite well with the very low
speed (Ma=0.06) flow. This suggests that regions of low Mach
number flow in nominally high speed turbomachinery problems
will be well represented at the required level. The partial valida-
tion of both solvers permits a degree of confidence in the numeri-
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Fig. 10 Comparison of in-hole streamlines for (a) cFx and (b)
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cal solution across the entire domain based on the centerline plane
results.

In-Hole Region. Streamlines within the hole for both solvers
are shown in Fig. 10. The most immediately obvious difference
between the two images is the level of disturbance of the flow
within the expanded section. Both images show a region of recir-
culating fluid within the expansion but the CFX case has a much
smoother velocity field, with the recirculation region confined to
an area at the edge of the expanded section. The HYDRA results,
however, have a much more turbulent flow field within the hole,
beginning as far upstream as the hole inlet, where the sharp edge
creates a separated region and high turbulence levels. The HYDRA
results suggest that the expansion flow is unsteady, and a time
averaged solution of smoothed streamlines presented here is not
realistic. Experimental investigations using a wool tuft indicate
that a region of recirculating flow does indeed exist at the sides of
the expanded portion, inline with the CFX predictions. Tufting also
revealed that the flow in the main body of the expansion is indeed
highly unsteady, supporting the results from HYDRA.

Near Field. The predicted flow downstream of the hole and
around the exit area was very similar for both solvers, despite the
differences in flow within the hole. Examining the streamlines in
Fig. 11, it can be seen that in both cases, the mainstream stream-
lines are deflected around the side of the hole and also over the
ejecting jet fluid. Figure 11(b) shows a highlighted region at the
upstream edge of the domain indicating the area of origin of the
streamlines, which is also applicable to Fig. 11(a). Both images
show a streamline leaving the edge of the hole at an angle to the
mainstream and being subsequently driven back toward the cen-
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Fig. 11 Near hole region streamlines: (a) HYDRA and (b) cFx

terline of the hole by the mainstream fluid. A notable feature of
the downstream flow field is the lateral contraction of the jet fluid
as the higher momentum mainstream fluid accelerates around the
jet and in turn accelerates the jet fluid through the shear layer. This
flow pattern is consistent with surface streak marks on real blades
from dirt deposition.

Although not clearly shown in these images, some ingestion of
the mainstream fluid into the cooling hole near the upstream out-
side edge of the hole was noticed, and agrees with findings of
Kohli and Thole [13] in their CFD study. Such ingestion is detri-
mental to film cooling performance.

Journal of Turbomachinery

Conclusions

Experimental flow field data have been presented for the cen-
terline plane in the near field of both a round and a laterally
expanded fan-shaped hole. Profiles of velocity and turbulence in
this plane have shown that the round jet ejection creates regions of
high shear and turbulence production, and a low pressure region
in the lee of the jet that encourages entrainment of mainstream
fluid near the surface. The fan-shaped hole, in contrast, produces a
much more uniform flow field downstream, with reduced mixing
between fluid streams and less vertical deflection of the main-
stream flow.

Preliminary computational results have been presented for the
fan-shaped geometry from two RANS-based numerical solvers
using different turbulence models and numerical schemes. Both
solvers produced centerline plane profiles in agreement with ex-
perimental data, with the CFX results being particularly good over
the whole domain. Improvements in specified inlet boundary con-
ditions and use of a higher order turbulence model would increase
the accuracy of the HYDRA solution. The flow within the expan-
sion demonstrated a clear region of recirculating flow near the
edge of the hole, and results indicated unstable flow throughout
the expanded section.

This study has contributed to the database of available film
cooling flow field data, and provides new information for the fan-
shaped hole. The need for further detailed experimental investiga-
tion within the film cooling hole itself is clear.

Acknowledgment

The authors gratefully acknowledge support from Rolls-Royce
plc UK for financial assistance, access to HYDRA, and technical
advice and guidance. ANSYS is thanked for the provision of an
academic license to the CFX 10.0 suite. The author also acknowl-
edges support through receipt of an Australian Postgraduate
Award.

Nomenclature
L = length of cooling hole
D = diameter of cooling hole
M = blowing ratio p;U;/p.U%»
Re = reynolds number (pUD/ )
Tu = turbulence (%)
U = average velocity

Subscripts
o = mainstream
Jj = cooling jet
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Research on mixed flow turbines spans over 50 years with sub-
stantial literature available in the public domain. Mixed flow tur-
bines were initially used as an alternative rotor design for gas
turbines and later extended to automotive turbocharger applica-
tions. The characteristics of a mixed flow turbine resemble a ra-
dial turbine but with some significant performance improvements,
giving this design an edge to satisfy the ever increasing demand in
the automotive sector. The initial research focus was mainly ex-
perimental but in recent years, there have been significant contri-
butions in computational analysis. This paper is intended to pro-
vide readers with a comprehensive review of the past and present
research into the design, performance, and use of mixed flow tur-
bines. Additionally, the future research direction of the mixed flow
turbine is discussed in view of the current turbocharger and au-
tomotive demand. [DOI: 10.1115/1.2812326]

Keywords: turbocharger, mixed flow turbine, variable geometry
turbine

1 Introduction

One of the earliest contributions using a mixed flow concept in
turbomachinery was presented by Hamerick et al. [1], where they
presented one of the earliest methods to analyze the compressible
flow in an arbitrary mixed flow impeller intended for a compres-
sor design. Stewart [2] used the method proposed by Hamerick et
al. [1] to analyze the flow in a mixed flow turbine and showed
possible improvements when compared to a radial and an axial
turbine. The work by Stewart [2] focused on the use of a mixed
flow impeller in gas turbines for the aerospace industry. Thus, the
design of the mixed flow turbine was derived from an axial tur-
bine point of view. The benefits of a mixed flow turbine from a
radial turbine point of view were demonstrated by Wallace [3]
focusing on the automotive turbocharging application. The pulsat-
ing nature of the exhaust flow in an internal combustion engine
requires a turbocharger turbine to operate efficiently at higher
pressure ratio conditions, which in turn leads to better energy
extraction during the peak of the exhaust pulses. The velocity ratio
is inversely proportional to the turbine’s pressure ratio, as shown
by the equation.

= -~ (1)
CiS VJZCpT()inlet[] - (Pexil/POinlel)(y_l)/y]
Thus, the need for an efficient high pressure ratio operation re-
quires a turbine to operate in lower velocity ratio region. A radial
turbine, despite its many advantages, has less flexibility in coping
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with the lower velocity ratio demand due to the radial inlet re-
quirement. Figure 1 shows the turbine velocity ratio in relation to
the inlet absolute and relative flow angles. Due to the radial inlet
requirement (B,=0), the peak efficiency of a radial turbine is
limited to a velocity ratio of about 0.7. In contrast, the nonradial
inlet of a mixed flow turbine enables it to achieve peak efficiency
at a lower velocity ratio (Fig. 1), which gives more freedom in the
design and operation of the turbine. A typical mixed flow turbine
efficiency curve is superimposed in Fig. 2(b) to show its peak
efficiency at a lower velocity ratio compared to a radial turbine.
Figure 2 also demonstrates the performance difference between an
axial turbine and a radial or a mixed flow turbine (from Refs.
[4,5]). A radial turbine is preferred for an automotive turbocharger
because of its ability to maintain high efficiency at a range of
pressure ratios. A mixed flow turbine has a similar ability with the
benefit of lower velocity ratio operation. As an additional com-
ment, it has been shown in Fig. 2(c) that the operational range of
a mixed flow turbine is similar to a radial turbine but can be
extended slightly to an axial turbine region. For further investiga-
tion, readers can refer to Japikse and Baines [6] for a comprehen-
sive comparison of axial, radial, mixed flow, and other types of
turbomachines.

Since the 1970s, research has been undertaken by a number of
groups to demonstrate the benefits of mixed flow turbines. The
following discussion will explore the progress in the past 50 years
and will also suggest future research directions involving mixed
flow turbines.

2 Definition of a Mixed Flow Turbine

A mixed flow turbine can be viewed as a cross design between
a radial and an axial turbine, as it possesses the features of both.
The basic schematic of a mixed flow turbine is shown in Fig. 3
with a comparison to its radial counterpart. The inlet flow of a
mixed flow turbine is at an angle between the complete axial and
the radial design. In comparison to a radial turbine, this reduces
the flow path curvature, as seen in Fig. 4, and effectively reduces
the formation of secondary flow. This can be attributed as one of
the main advantages of the mixed flow turbine compared to its
radial counterpart.

The defining characteristics of a mixed flow turbine are the
blade angle, cone angle, and camber angle, as shown in Fig. 5.
The distinction between a mixed flow and a radial turbine (see
Fig. 3) is the cone angle at the blade inlet. The cone angle of a
radial turbine is fixed at 90 deg due to the blade radial fiber re-
quirement. By radially sweeping the blade inlet as in a mixed flow
rotor, a nonzero blade angle can be achieved and still maintain the
radial fiber. Figure 5 also shows the 3D view of a mixed flow rotor
in which the nonzero inlet blade angle can be noticed. This en-
ables a forward sweep at the inlet without jeopardizing the struc-
tural stability, which improves its performance compared to the
radial counterpart. There is no definitive optimum cone angle for a
mixed flow rotor and different values are usually used. Neverthe-
less, the values used by researchers in the past as shown in Table
1 can be used as a basic reference. The relationship between the
blade angle, cone angle, and camber angle can be derived as in
Eq. (2) from Ref. [5],

tan Bz = cos \ tan ¢ (2)

Figure 6 shows the variation of the inlet blade angle with different
combinations of cone angle and camber angle. For a radial tur-
bine, in which the cone angle is restricted to 90 deg, the blade
angle is zero regardless of the camber angle. By introducing a
cone angle, positive blade angle can be achieved at the inlet,
which is beneficial in terms of the turbine velocity ratio and load-
ing. The velocity ratio and loading of a turbine are given in Egs.
(3) and (4), respectively,

U 1 ¢
_=__‘/1_<M) )
Cys v tan a,
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Fig. 3 Schematic description of radial and mixed flow turbines

ratio and turbine loading are shown in Figs. 1 and 7 calculated
based on Egs. (3) and (4). A positive blade angle reduces the
velocity ratio and increases the turbine loading capacity, thus al-
lowing a turbine to operate at its optimum, consequently extract-
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Fig. 2 Efficiency of axial, radial, and mixed flow turbines against [(a) and (b)] velocity ratio and (c¢) specific speed adapted
from Refs. [4,5], respectively
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ing more work at higher pressure instances in an exhaust pulse.
Figure 8, which is a mirror of Fig. 2(b) with the turbine loading
coefficient as a parameter, shows the higher loading characteris-
tics of a mixed flow turbine compared to its radial counterpart.

3 Design of a Mixed Flow Turbine

The design method of a mixed flow turbine was first studied
parametrically by Wallace and Pasha [9]. They aimed to increase
the swallowing capacity and achieved a modified radial turbine
with swept leading edge and a mean cone angle of 45 deg. They
showed analytically and experimentally the higher swallowing ca-
pacity of the mixed flow turbine at various pressure ratios, as
shown in Fig. 9. The improvement was more significant in the
higher speed and pressure ratio region, where the radial turbine
shows a drastic drop in the swallowing capacity. Baines et al. [10]
adopted a method similar to Wallace and Pasha [9] but with a loss
factor included to design and test two mixed flow turbines. Baines
et al. [10] documented similar performance results to these of
Wallace and Pasha [9]. Abidat et al. [13] extended the mixed flow
turbine design approach of Baines et al. [10] by including the
blade incidence effect. Furthermore, Abidat et al. [13] used the
Bezier polynomial for the blade geometry profile design rather
than the Lame oval technique used by Baines et al. [10]. Never-
theless, the results agreed well with the previous work [9,10],
achieving an improved understanding of the inlet incidence
effects.

Following the initial development of the mixed flow turbine
[9,10], there was a need to direct the research emphasis toward an
engine application. The design effort for the practical application
of a mixed flow turbine in an internal combustion engine was
brought to light through research by Yamaguchi et al. [11], Chou
and Gibbs [12], Naguib [14], and Minegashi et al. [ 15]. The major
motivation for these efforts was to utilize the higher swallowing
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S pioge Angle, By
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capacity of the mixed flow turbine, thus resulting in a smaller
turbine for a given performance target. This consequently reduces
the inertia of the turbine rotor and yields a better turbocharger
response. Nonetheless, the design method used was similar to the
previous work [9,10], which is the modification from a well es-
tablished radial turbine design.

By the 1990s, years of research and development have resulted
in a comprehensive design methodology for mixed flow turbines.
Chen and Baines [16] have documented an optimization method
in the design of a mixed flow turbine, which concentrated on the
turbine loading factor and the exit loss. The basis of the optimi-
zation is to reduce loss by reducing the velocity components at the
inlet and the exit of the rotor [16,17]. In the design of a mixed
flow turbine, it is conventional to assume zero exit swirl angle (as
in the radial turbine design) but Chen and Baines [16] found that
a positive exit swirl angle will reduce overall turbine losses but at
the expense of a reduced specific power.

4 Experimental Works on Mixed Flow Turbines

Although the idea of a mixed flow turbine arose in the 1950s,
the actual experimental work was not available until the 1970s.
Wallace and Pasha [9] documented one of the earliest experimen-
tal research with a mixed flow turbine. Most of the experimental
work on a mixed flow turbine was carried out through a stand-
alone cold flow test. Nevertheless, there are few documented
works that include an engine-coupled testing where a mixed flow
turbine was used as part of the turbocharger. In general, the ex-
perimental work on mixed flow turbines can be grouped as steady-
and unsteady-state testings.

4.1 Steady-State Experiments. Most of the early experimen-
tal works on mixed flow turbines were confined to steady state as
the focus was to explore the benefits of a mixed flow design

Fig. 5 Mixed flow blade configurations and the rotor’s 3D view
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Table 1 Cone angle values used by past researchers
Authors Cone angle (deg)
Wallace and Pasha [9] 45
Baines et al. [10] 50
Yamaguchi et al. [11] 60
Chou and Gibbs [12] 55
Abidat et al. [13] 50

against the radial design. Numerous research groups in the last
three decades have conducted steady-state experiments on mixed
flow turbines and agreed on two facts: a mixed flow turbine has
higher swallowing capacity and the peak efficiency is at a lower
velocity ratio compared to a radial turbine. Results from two such
researches, by Baines et al. [10] and Abidat et al. [13], are shown
in Fig. 10. With the mixed flow turbine’s benefits established from
the past researches, Abidat et al. [13] and Chen et al. [18,19] took
a step further to optimize the mixed flow design itself. A series of
rotors was designed and tested to deduce and compare their per-
formances. Apart from the performance, Abidat et al. [13] and
Chen et al. [18,19] also carried out comprehensive measurements
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to study the characteristics of the inlet incidence and the exit flow
in a mixed flow turbine rotor. The optimization process resulted in
the improvement of the turbine efficiency (see Fig. 10).

Following the successful stand-alone testing, mixed flow tur-
bines were put into engine testing. In agreement with the stand-
alone testing, a mixed flow turbine produced very promising re-
sults in improving the engine power and, importantly, the specific
fuel consumption, as shown in Fig. 11. The advantage of a mixed
flow turbine is noticeable especially in the lower speed region,
which is one of the critical improvement factors sought by engine
and turbocharger manufacturers. This is due to the improvement
of the pressure ratio and swallowing capacity with a mixed flow
turbine, which leads to a better turbocharger boost as shown in
Fig. 12. Furthermore, the lower inertia of a mixed flow rotor en-
ables better turbocharger response [15] and the desired perfor-
mance was achieved at lower specific speed [14].
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Fig. 9 Mass flow improvement of mixed flow turbine at vari-
ous pressure ratios [9]
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With the increase use of computational analysis in the mixed
flow turbine design process, reliable experimental data were
needed for validation. Baines et al. [10] and Kim and Civinskas
[20] documented experimental work for the purpose of validating
their own computational analysis. Both the works of Baines et al.
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[10] and Kim and Civinskas [20] were limited to steady state as it
was adequate to address the turbine design effort, which is mainly
based on a steady-state assumption.

Nevertheless, the advancement of the computational capacity
soon enabled the prediction of the unsteady effects in a turbine
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Fig. 11 Diesel engine performance with turbocharger on a radial and a mixed flow turbine [12]
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flow, thus requiring more challenging experimental results. The
upcoming sections will elaborate the work on the turbine unsteady
flow from the experimental and computational points of view.

4.2 Unsteady-State Experiments. A turbocharger turbine in
an engine constantly operates under unsteady condition due to the
pulsating exhaust flow. Thus, there is a need for experimental
work to understand the turbine unsteady-state performance. In
comparison to the steady-state experiments, the unsteady flow
measurements require extra complexity with a higher response
rate. Three decades ago, this might have been a difficult task in
order to achieve reliable results, but with the advances in measur-
ing techniques, unsteady work has been reported with full un-
steady characterization in the past 15 years. Turbine unsteady ex-
periments are generally carried out using cold flow tests at
equivalent nondimensional engine conditions. A pulse generator is
usually used to create the flow unsteadiness similar to an engine
exhaust gas pulse. Even though the unsteady flow experiments in
a radial turbine were documented a while ago, similar work on a
mixed flow turbine has only been reported since the 1990s, Ar-
coumanis et al. [21] and Szymko et al. [22].

One difficulty in most of the turbine unsteady flow experiments
is the time difference between the instantaneously measured isen-
tropic conditions and the actual turbine conditions. This is due to
the difference in the location of the measurements; the isentropic
conditions were measured before the volute entry, while the actual
conditions were measured at the turbine rotor. To resolve the time
difference, it is important to phase shift the measurements in order
to accurately relate the turbine’s isentropic and actual parameters.
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Dale and Watson [23] and Arcoumanis et al. [21] used the sonic
velocity for phase shifting, while Winterbone et al. [24] and
Baines et al. [25] used the bulk flow velocity. However, in a very
recent study, Szymko et al. [22] showed that good agreement can
be achieved by assuming the pulse traveling at a speed equal to
the sum of sonic and bulk flow velocities.

In a radial turbine performance testing, the unsteady swallow-
ing capacity and efficiency of the turbine were observed to pro-
duce a hysteresis loop around the steady-state profile [24,26].
Similar observation was also seen in the mixed flow turbine un-
steady testing by Arcoumanis et al. [21], Karamanis and Martinez-
Botas [27], and Szymko et al. [22]. The observed looping behav-
ior is attributed to the emptying and filling of the turbine volute
due to the pulsation and finite volume of the turbine stage, pro-
ducing lower and higher capacity, respectively, than the steady-
state condition. A mixed flow turbine’s instantaneous efficiency
for a complete pulse cycle is shown in Fig. 13, as reported by
Szymko et al. [22]. It can be observed that in some instances, the
efficiency is higher than unity, attributed to the inertial effect of
the turbine rotor, which causes its rotation to continue even when
the mass flow rate is low. It is important to note that the unsteady
efficiency’s value is also dependent on the phase shifting method-
ology and might lead to the unrealistic efficiency values. Arcou-
manis et al. [21] and Karamanis and Martinez-Botas [27] em-
ployed sonic velocity phase shift and recorded higher than unity
efficiencies in all pulsating frequencies. However Szymko et al.
[22], who employed the sum of sonic and bulk flow velocity phase
shift, recorded higher than unity efficiencies only at the higher
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Fig. 13 Mixed flow turbine instantaneous efficiency for a complete pulse cycle during unsteady flow [22]
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frequency cases (60 Hz and 80 Hz). This indicates a better choice
of phase shifting method by Szymko et al. [22]. The technique
used to measure the turbine actual power also affects the effi-
ciency calculation during an unsteady cycle. Arcoumanis et al.
[21] and Karamanis and Martinez-Botas [27] used a thermody-
namic relation in a compressor coupled test to deduce the turbine
power, while Szymko et al. [22] used a direct torque measurement
with a high speed eddy-current dynamometer. The indirect ther-
modynamic deduction might be another factor contributing to the
higher uncertainty in the work of Arcoumanis et al. [21] and Kara-
manis and Martinez-Botas [27].

It is a common practice to compare the unsteady performance
to a quasisteady rotor analysis that assumes no dynamics in the
system. In a quasisteady method, the turbine performance at an
instance in an unsteady cycle is assumed to be similar to the
equivalent pressure ratio/velocity ratio condition in its steady-state
performance curve. Arcoumanis et al. [21] have shown compari-
sons between the unsteady and the quasisteady method. The un-
steady results departed significantly from the quasisteady condi-
tion, hence questioning the credibility of using a quasisteady
method in the design of a turbine. Szymko et al. [22] took this
further by proposing an improved method of relating the turbine
unsteady and quasisteady performances by means of an isentropic
power averaging technique. They introduced the isentropic power
as a weighting factor in the turbine efficiency and velocity ratio
evaluation in an unsteady cycle; a better correlation was achieved
with the quasisteady performance.

As a means to validate numerical methods and understand de-
tailed flows, laser techniques have been used widely in radial
turbines [28]. Similarly, Karamanis et al. [29] documented an ex-
tensive flow study in a mixed flow turbine using laser Doppler
velocimetry (LDV) technique. They measured the blade inlet in-
cidence angle (Fig. 14), which shows highly positive value at
lower turbine speed, resulting in lower performance. The inci-
dence angle eventually becomes negative as the turbine speed
goes higher, showing performance improvement of the turbine.
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Nevertheless, it was shown that the flow direction into the rotor is
not optimized in most of the conditions, which indicates the need
for a specially designed volute and nozzle ring for mixed flow
turbines. Exploring both the performance and flow behavior in
steady and unsteady conditions, Karamanis et al. [29] have shown
good representation of a mixed flow turbine characteristic that is
useful for the computer simulation validation. It will be shown in
the coming section how these results were used to validate a com-
plex unsteady simulation of a mixed flow turbine.

5 Computational Works on Mixed Flow Turbines

One of the earliest numerical work involving mixed flow tur-
bines was documented by Steward [2], in which he analyzed the
flow through a predesigned turbine. The initial method was actu-
ally presented by Hamerick et al. [1], who outlined the analysis
for a mixed flow compressor. Steward [2] expanded the method to
analyze the rotor’s exit flow as well. A basic three-dimensional
flow analysis showed the inefficiency of the turbine design pro-
cess at that time, which used two-dimensional inlet and exit con-
ditions. This is one of the earliest works on a three-dimensional
flow analysis for turbine design that is widely used today. Steward
[2] also outlined the extent of secondary flows in the mixed flow
rotor, which was studied extensively by many researchers in the
years later.

After Wallace [3] introduced the possibility of using a mixed
flow turbine in automotive turbochargers, Baines et al. [10] docu-
mented a complete work on a mixed flow turbine from design to
experimental evaluation. Computational method was adapted in
the design process to predict flow characteristics and performance.
Baines et al. [10] carried out a three-dimensional quasisteady flow
analysis, where the unsteady conditions were treated as a summa-
tion of steady points, leading to a substantial decrease in the need
of computational resources. They solved the flow equations in two
two-dimensional surfaces, the meridional surface and the perpen-
dicular blade-blade surface, to calculate the three-dimensional
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Fig. 15 Flow separation due to inlet flow condition and Corio-
lis force

flow components in a mixed flow rotor passage. The mixed flow
rotor designed through this 3D flow analysis method yielded good
correlation between the theoretical prediction and the experimen-
tal results (Fig. 10).

The last two decades have seen an increase of computational
flow studies in mixed flow turbines. The computational effort pro-
gressed from a basic two- or three-dimensional analysis using the
Euler code [12,30] to complex Navier—Stokes methods [20,31,32].
It had therefore been possible to predict flow features where it was
rather difficult for experimental measurement. One such important
feature is the occurrence of flow separation in the suction surface
of the turbine rotor predicted by Okapuu [30], Abidat et al. [13],
Kirtley et al. [31], and Kim and Civinskas [20]. The computa-
tional flow analysis has also predicted another important feature
of a mixed flow turbine; the loading at the blade inlet has been
found to be higher than the radial turbine [31], which correlates
well with the experimental findings.

The pressure difference between the rotor surfaces and coupled
with the reducing radius creates the Coriolis force in the rotor
flow channel. As shown in Fig. 15, the Coriolis force induces flow
rotation in the opposite direction to the rotor. Thus, high negative
incidence creates a separation at the pressure surface, while zero
or positive incidence moves the separation to the suction surface.
Through computational prediction, the optimum inlet condition
was found to be at lower negative region [30,12,20] with values
between —20 deg and —40 deg. Similar values were also deduced
through experiments by Kim and Civinskas [20] and, additionally,
the incidence values were also found to vary with the turbine
speed.

In most of the early computational flow analysis, a mixed flow
rotor was considered to be stationary due to the complexity of
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Fig. 16 Relative helicity in the mixed flow rotor blade passage
at 20% chord [31]

generating and computing a moving mesh, which is also the case
for radial rotor analysis. Even though it does not replicate the real
condition, the results are considered accurate enough for an initial
flow understanding. Kirtley et al. [31] documented an extensive
numerical study in which an averaged passage Navier—Stokes
method was used to analyze the transonic flow in a mixed flow
rotor preceded by nozzle vanes. Kirtley et al. [31] took into con-
sideration the blade row interaction in the analysis. The analysis
was initiated from one blade row and the results were used to
calculate the flow conditions in the next blade row. This was con-
tinued until the axisymmetric averages of each blade row flow
were identical. Even though the analyses were not exactly model-
ing the rotor as rotating, the fact of calculating blade row effects
from one to another was indeed a major improvement to the ac-
curacy of the prediction. A mixed flow turbine was found to pro-
duce larger Coriolis force than an axial turbine due to its larger
radial velocities.

Figure 16 shows the relative helicity plot in a mixed flow rotor
blade passage as predicted by Kirtley et al. [31]. Based on the
figure, the flow pattern of a mixed flow turbine was predicted to
be closer to a radial than an axial turbine, mainly due to the
accumulation of high loss flow in the shroud-suction side. Never-
theless, there is similarity with an axial turbine such as the forma-
tion of horseshoe-type vortex; the only drawback was the lack of
validation against experimental data. Similar work has been re-
ported by Kim and Civinskas [20] with experimental validation
that showed some significant differences between a mixed flow
and a radial turbine. The exit pressure and the flow angle mea-
sured in a mixed flow turbine agreed better with the prediction
and showed discrepancies with the design intended which was
based on a radial turbine. Thus, the flow predictions by Kim and
Civinskas [20] and Kirtley et al. [31] are valuable for engineers
and researchers working on improving the design of a mixed flow
rotor.

Palfreyman and Martinez-Botas [8] simulated the internal flow
field of a mixed flow turbine using a commercial CFD (computa-
tional fluid dynamics) code. The work was similar to that of Kirt-
ley et al. [31] and Kim and Civinskas [20], but a more refined
meshing of 393,872 cells was used and concentrated on a mixed
flow turbine meant for automotive turbocharger application rather
than a gas turbine. Figure 17 shows the streamwise vorticity com-
parison between a mixed flow and a radial turbine at 20% chord,
as predicted by Palfreyman and Martinez-Botas [8]. They found
that significant secondary flow is associated with the tip clearance.
More detailed flow pattern shows that the interaction between the
swept flow from the relative motion of the shroud wall and the tip
clearance flow produces a highly disturbed flow field. This is in
agreement with Kirtley et al. [31] and Kim and Civinskas [20] but
with more detailed visualization. Furthermore, a significant differ-
ence between a mixed flow and a radial turbine was found to be
the large vortex generated near the shroud in a radial turbine. This
is due to the combined sharp turning of the streamline in the
meridional direction and the motion of the shroud wall. Palfrey-
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Fig. 17 Streamwise vorticity comparison between mixed flow
and radial turbines at 20% chord [8]

man and Martinez-Botas [8] also found that a mixed flow rotor
produces higher swirl component at the exit compared to a radial
rotor, in agreement with the experimental observation by Chen et
al. [19].

5.1 Unsteady-State Flow Computation. Most of the early
computational studies on mixed flow turbines were based on
steady flow; nevertheless, most researchers acknowledge the im-
portance of understanding the unsteady flow when dealing with an
automotive turbocharger application. From the 1990s and onward,
some detailed investigations have been documented on the un-
steady flow in a turbine. Chen et al. [33] modeled the flow in a
volute and a mixed flow rotor using a modified one-dimensional
unsteady code originally developed for a radial turbine by Chen
and Winterbone [34]. The rotor was assumed to behave in a qua-
sisteady manner, which was adequate when considering the com-
putational limitations at that time. Even though the prediction by
Chen et al. [33] agrees well with the experiments, Abidat et al.
[35] showed that better agreement can be achieved by using an
analysis model with a four step Runge—Kutta scheme. Abidat et al.
[35] suggested that the second order accuracy in time of the four
step Runge—Kutta scheme improves the predictions compared to
the method of characteristics used by Chen et al. [33], which is
only of first order accurate. With the one-dimensional code and
taking into consideration phase difference between the mass flow
and the pressure, Abidat et al. [35] managed to numerically repro-
duce a hysteresis loop in the turbine performance as observed
experimentally.

The turbine design procedure for an automotive turbocharger is
still primarily confined to the steady-state consideration due to the
huge computational and design time resources needed for a full
unsteady analysis. Palfreyman and Martinez-Botas [32] docu-
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mented a true three-dimensional full unsteady flow analysis in a
mixed flow turbine, conducted with four mesh densities; 50,000,
200,000, 850,000, and 1,750,000 cells. The simulation code was
validated against the experimental results with good agreement, as
shown in Fig. 18. The simulation was carried out with a rotating
rotor, thus capturing the true unsteady interaction between the
stator exit and the rotor inlet. Palfreyman and Martinez-Botas [32]
modeled a nozzleless volute, which is identical to the volute used
in the experimental work. The pressure distribution in the volute
has been captured with very good agreement to the experimental
results.

Palfreyman and Martinez-Botas [32] found the predicted torque
to be higher than the experimental value and claimed that the
experimentally measured torque used for comparison is “damped”
due to the inertia of the rotating assembly. Additionally, the blade
torque and loading were found to fluctuate in accordance with the
pulse frequency. This indicates the true effect of the pulsating flow
on a turbine operation and the necessity to understand it thor-
oughly. The flow was observed to be poorly guided at the rotor
inlet during high pressure ratio conditions, which agrees with the
LDV measurement made by Karamanis et al. [29]. This shows
that the nozzleless volute used in the analysis is not adequate in
directing the flow into the mixed flow rotor, thus needing nozzle
vanes. Overall, the work by Palfreyman and Martinez-Botas [32]
has shown that a pulsating simulation is possible, providing the
availability of computational and time resources.

6 Future of the Mixed Flow Turbine Research

Research into the use of a mixed flow turbine in automotive
turbochargers started in the 1970s. Even though the benefits of a
mixed flow turbine have been proven experimentally and compu-
tationally, it is still not widely used in engine turbochargers. This
prompts for a study to identify the factors that hinder the indus-
trial development of mixed flow turbines. Okapuu [30] addressed
this issue in the gas turbine industry and justified the problem due
to the high cost of developing a reliable rotor and the lack of
funding from the gas turbine industry itself. Unlike gas turbines, a
turbocharger is a subcomponent of an engine. Thus, it is a major
concern of turbocharger and engine manufacturers to keep the cost
as low as possible. Due to its matured technology, the cost of
manufacturing a radial turbine is relatively cheap, thus, any at-
tempt to replace it will involve cost that manufacturers will tend
to avoid. Even though the cost for a new product development is
inevitable, the overall cost of the turbocharger can be kept as close
as the current condition with improved performance using a
mixed flow turbine. This is because the design of a mixed flow
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Fig. 18 Validation agreement between predicted and experimental unsteady pressure profiles in the volute
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Fig. 19 Mixed flow turbine efficiency with fixed and variable geometry opera-

tions [36]

rotor closely resembles its radial counterpart and the manufactur-
ing techniques involved in producing it will be almost similar or
at least highly adaptable.

The last few decades have seen a dramatic advancement in the
turbomachinery field due to the continuous research to push the
technological boundary. Many new technologies have been intro-
duced to improve the turbine performance, and eventually became
standard features. One such technology is the variable geometry
turbocharging (VGT), which was initially introduced in the early
1960s. The concept of VGT is based on the control of the turbine
inlet area to regulate a turbocharger’s boost. Two widely used
methods of controlling the turbine inlet area are the pivoting
nozzle vanes or the sliding wall. VGT has gone through many
phases of development over the years with its performance and
reliability improving gradually. Today, VGT has become a stan-
dard component in diesel engines used for heavy duty trucks,
ships, off-road vehicles, and power generators. Since the inception
of the idea, VGT has been based on radial turbines and it remains
the case today. Considering the benefits of a mixed flow turbine,
as discussed earlier, it would be profitable to use a mixed flow
turbine in a VGT. One such rare research work was documented
by Baets et al. [36], where VGT based on a mixed flow turbine
was developed as part of a series of commercial turbochargers.
Baets et al. [36] used a set of pivoting nozzle vanes as the variable
part of the stator to control the turbine inlet area. The nozzle vanes
used by Baets et al. [36] are of straight design, similar to those
used in a radial turbine but the nozzle ring was arranged in a
unique way to reduce the clearance leakage.

Figure 19 shows the efficiency curve obtained by Baets et al.
[36] for a mixed flow turbine with fixed-geometry and variable
geometry (VG) configurations. The efficiency in VG configuration
is a little lower due to the sealing losses and the nozzle ring
geometry losses. Nevertheless, in the VG configuration, Baets et
al. [36] have demonstrated improvement in a diesel engine’s part-
load fuel consumption and exhaust smoke. With the increasing
environmental concern, emission control of an engine is one of
the key performance parameters especially for passenger cars and
commercial vehicles. Thus, more research needs to be carried out
to study the use of mixed flow turbines in VGTSs in order to en-
hance its capability to assist emission control methods such as
exhaust gas recirculation (EGR). Baets et al. [36] also showed
good load response in a generator and gas engine regulation with
the mixed flow turbine based VGT. Unfortunately, Baets et al.
[36] did not present any comparison against a radial turbine VGT
nor have they stressed the benefits of a mixed flow turbine, in
particular. Thus, a definitive conclusion could not be made in
terms of the practical benefit of a mixed flow turbine against a
radial turbine in VG operation.

In a pivoting vane VGT system, the design of the nozzle vanes
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is crucial for a good performance. Wallace and Pasha [9] indicated
that the performance of a mixed flow turbine can be improved
with an “ideal” nozzle vane ring, designed based on the nonradial
inlet of a mixed flow rotor. Thus, straight nozzle vanes, which can
be used satisfactorily in a radial turbine (Fig. 20(a)), are not op-
timal for a mixed flow turbine (Fig. 20(b)). The use of straight
vanes in a mixed flow turbine will create an uneven interspace
between the vane trailing edge and the rotor leading edge, which
eventually will induce nonuniformity in the spanwise flow.
Nonuniform spanwise flow and its effects on a mixed flow tur-
bine performance is an interesting phenomenon to investigate.
Nevertheless, any possible improvement might result in a further
complication in the process of the nozzle vane design, as spanwise
shape of the nozzle vanes has to be designed specifically for a
mixed flow rotor. Ideally, the best possible options of nozzle vane
are shown in Fig. 21. Both the designs create an even matching
with the leading edge of a mixed flow rotor, enabling better flow
direction along the span of the rotor. In a fixed nozzle vane con-
figuration, the design in Fig. 21(a) might be a better option as
preferred by Kirtley et al. [31]. In a VG configuration, it is ex-
tremely difficult to build a reliable nozzle ring on an inclined
surface for either pivoting or sliding operation; hence, the design
in Fig. 21(b) is more practical. Even though the depiction in Fig.
21 is a common way of representing nozzle vanes, it does not
portray a complete picture of a mixed flow turbine. The reason is
that based on Fig. 6 and Eq. (2), by introducing a cone angle and
maintaining the radial fiber, the leading edge of a mixed flow rotor
is actually swept positively, hence the nonzero blade angle, which
can be seen in Fig. 5. Thus, the design of the nozzle vane for a
mixed flow turbine should take into consideration the three-

T BT B

Fig. 20 Straight nozzle vane applied to (a) radial turbine and
(b) mixed flow turbine
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Fig. 21 Possible options of nozzle vane for mixed flow tur-
bine: (a) vane with inclined hub/shroud surface and (b) vane
with flat hub/shroud surface

dimensional variation at the leading edge. The benefits of a mixed
flow turbine in VGT can be better realized with an optimal nozzle
vane design. Such effort is undertaken in the authors’ institution
and the initial results are documented by Rajoo and Martinez-
Botas [37].

The optimal turbine inlet geometry in commercial VGTs is
precalibrated to follow a function based on the engine speed and
load. The engine management system uses the function to regulate
the turbine inlet area during its operation. Thus, at fixed engine
speed and load, the turbine inlet geometry is fixed. However, the
turbine is fed with an unsteady exhaust flow and the inlet condi-
tion changes continuously even at fixed engine speed and load.
Because the turbine inlet geometry in a VGT is fixed over an
exhaust pulse cycle, energy can only be effectively extracted in
part of the cycle mainly at high pressure instances. Thus, there is
still room for improvement in the operation of a VGT in order to
cope better with the incoming exhaust flow. A new method of
advance VGT operation called active control turbocharging
(ACT) has been introduced [38]. The core of its operation is simi-
lar to a VGT but it enables the control of the turbine inlet geom-
etry throughout the exhaust pulse.

The turbine inlet area is regulated to adapt to the incoming
exhaust pressure pulses throughout the operation of the engine;
the inlet area is increased gradually as the pressure of the exhaust
pulse increases and vice-versa. Thus, optimal turbine geometry
can be achieved at any position in the pulse, leading to a better
energy extraction especially at the lower pressure instances in an
exhaust pulse. Figure 22 shows the preliminary numerical analysis

18 T T T T T T T T T
-~ Variable Geometry
16| T 1
14+ : {,\ Cycle Average Power R
: : Fixed-Geometry — =2.55 kW

12 {A / Variable-Geametry =4.02 kiyf
i : Active Control =490 kW |
% P N ;E ive Contm
g 10r i 3 )
2 { i
o gl : i
g i
F el £/ W aclive contral ]

jI J ' i o
4r f ;) Hom \-l .
i
ANy X -
L/ Fixed-Geometry st ¥’\.\_=
0 1 1 1 1 1 1
- One Pulze Period -

Fig. 22 Numerical calculation of turbine power over one pulse
period with different operations
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of the turbine power over one pulse cycle with a fixed geometry
(nozzleless volute), a VG, and an active control operation. It can
be noticed that the cycle averaged power during the active control
operation is almost 22% more than the VG operation under ideal
condition, even though the peak power reduced slightly. The au-
thors believe that with an optimized control strategy, part of this
benefit can be realized, which is currently investigated with a
mixed flow turbine. The first phase of the investigation was docu-
mented by Pesiridis and Martinez-Botas [39,40].

Operating the turbine geometry to follow the exhaust pulse will
require a mechanism capable of frequencies in the range of
20-100 Hz. This has been achieved satisfactorily for an experi-
mental testing as reported by Pesiridis and Martinez-Botas
[39,40], even though further improvement is needed. Neverthe-
less, a similar mechanism is not practical in an engine especially
for road vehicles due to space constraint under the hood. Cur-
rently, the objective of this research is focused on the demonstra-
tion of the concept and its potential benefits. The next stage of the
development will the investigation of a reliable mechanism for the
active operation of the turbine. ACT has the potential to improve
the unsteady performance of a turbocharger in an internal com-
bustion engine as it allows energy extraction in a wider range of
the exhaust pulse. With its higher loading capacity, a mixed flow
turbine will be an added advantage to the ACT operation.

7 Conclusions

This paper discussed the historical development of mixed flow
turbines based on literature. A comprehensive compilation is pre-
sented as regards the research work involving mixed flow turbines
for the past 50 years, with discussions categorized into three
broad parts: experimental work, computational work, and future
research directions.

The mixed flow concept was initially studied as an alternative
to the axial design for gas turbines but later adapted to automotive
turbocharger applications. The attractive benefits of a mixed flow
turbine and its similarity to a radial design made it more suitable
for turbocharger application, where the demand for better engine
performance is ever increasing. Overall, a mixed flow turbine can
be regarded as an intermediate design where it posseses the ben-
efits of both the radial and an axial rotor. Some prominent experi-
mental research is discussed in the paper where mixed flow tur-
bines exhibit higher loading and swallowing capacity compared to
its radial counterpart. Furthermore, an engine tested with a mixed
flow turbine based turbocharger produced lower specific fuel con-
sumption and higher response rate, mainly due to its lower inertia.
Computational analysis is also discussed, where the flow pattern
in a mixed flow rotor is shown to be more like a radial design but
with higher exit swirl and lower separation in the rotor passage.
Nevertheless, the formation of horseshoe-type vortex in a mixed
flow rotor shows its similarity to an axial design as well.

The nonradial inlet of a mixed flow turbine creates a three-
dimensional spanwise variation at its leading edge. This creates a
nonuniform interspace match in the event of a mixed flow rotor
coupled to a radial based nozzled stator. Furthermore, experimen-
tal and computational evaluations have shown that the flow into a
mixed flow rotor is not adequately guided in cases where the
stator used is meant for a radial rotor. Thus, it would be profitable
to investigate the possibility of designing a nozzled stator meant
for mixed flow turbines. This would be beneficial for the purpose
of using a mixed flow rotor in VG turbines, where the current
research and possible improvement are discussed in the paper
with the aim of improving energy extraction from the engine ex-
haust gas.

Since the inception of the idea, mixed flow turbines have gone
through many stages of improvement and proven to be suitable as
a replacement for radial turbines. However, the very low cost to
performance criteria of a radial turbine impose a big challenge on
producing a mixed flow turbine with better overall performance.
The authors believe that the higher swallowing capacity and load-
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ing coefficient of a mixed flow turbine are a key to improve the
unsteady performance of a turbocharger. The steady-state perfor-
mance of a turbocharger can be considered to be at its maturity
but it is not the case for the unsteady conditions. There is still
need for more studies to be carried out in order to fully understand
a turbocharger turbine’s behavior under pulsating flow and even-
tually to improve it, where a mixed flow turbine can be useful.

The discussion of this paper is aimed at providing readers with
an overview and literature references of the most prominent re-
search works involving mixed flow turbines in the past 50 years.
In the authors’ opinion, this would benefit the new and current
researchers in the turbomachinery field, especially in the engine
turbocharging sector.
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Nomenclature
U = rotor velocity (m/s)
P = pressure (Pa)
ss = suction side
C;, = isentropic velocity (m/s)
ps = pressure side
T = temperature (K)
specific heat (kJ/kg K)
= radial direction
= axial direction
= specific heat ratio
= efficiency
= radial angle (cylindrical coordinate)
cone angle (deg)
= camber angle (deg)
= relative flow angle (deg)
= turbine loading
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Subscripts
TS/ts/s = total-static
2 = rotor inlet
T/t = turbine
B = blade
0 = total condition
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